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Abstract—As early as the late nineteenth century, scientists be distinguished from each other? Besides their topidadla

began research in author attribution, mostly by identifying the
writing styles of authors. Following research over centurés has
repeatedly demonstrated that people tend to have distingshable
writing styles. Today we not only have more authors, but we ao
have all different kinds of publications: journals, conferences,
workshops, etc., covering different topics and requiring dffer-

ent writing formats. In spite of successful research in autbr

attribution, no work has been carried out to find out whether
publication venues are similarly distinguishable by theirwriting

styles. Our work takes the first step into exploring this prodem.
By approaching the problem using a traditional classificaton
method, we extract three types of writing style-based featies
and carry out detailed experiments in examining the differat

impacts among features, and classification techniques, aslas
the influence of venue content, topics and genres. Experimenon
real data from ACM and CiteSeer digital libraries demonstrate
our approach to be an effective method in distinguishing veunes
in terms of their writing styles.

I. INTRODUCTION

differences, are they also distinguishable in writing el

A writing style, according to Karlgren [2], is a consis-
tent and distinguishable tendency in making some linguisti
choices. Compared to the content of a paper, writing styleemo
reflects the preferences of authors in organizing sentearues
choosing words. Identifying distinguished features of wen
in terms of their writing styles can provide us another point
of view or additional information in evaluating the differees
among multiple venues, and such a differentiation can peovi
benefit to some applications, one of which is venue recommen-
dation, whose main task is to generate a list of venues tohwhic
a given paper may be submitted. It is sometimes difficult to
choose a proper venue since there are many available choices
and some of them even focus on similar topics. If additional
hints can be provided from venues’ writing styles, researsh
may find it easier to make their choices. In a similar way,
distinguishing venues by their writing styles may also ha&dp
determine the real publishing venue of a given paper whose

As early as the late nineteenth century, the research mtienfenue information is missing, yet that information is nekde
T.C. Mendenhall conducted his pioneering studies in authdor example, in digital libraries. These potential appiicas
ship attribution among Bacon, Marlowe, and Shakespeagtimulate our research into the task of venue classification

More than half a century later, another two scientists, itet

which has not been explored before.

and Wallace, carried out their famous study on the mystery ofin summary, our paper makes the following contributions: 1)
the authorship of the Federalist papers [1]. They examingtk first exploration into distinguishing venues by theiiting
146 political essays from the late eighteenth century, dtiwh styles; 2) detailed experiments examining different intpetc
most are acknowledged to have been written by John Jaggyeral factors for classification on two real data sets.
Alexander Hamilton and James Madison; however, twelve of

them are claimed to be co-authored by Hamilton and Madison. 1.

RELATED WORK

By extracting function words as one of the most important There is a lack of prior work exploring the problem of
stylometric features and making use of Bayesian statlsticgassifying venues by their writing styles. However, thbees
analysis, Mosteller and Wallace assigned all twelve disputbeen a long history in the research of author attributiosg al

papers only to Madison.

known as author identification or verification, whose main

These early studies initiated research in author attobuti task is to determine the author of a piece of work, mostly
also known as author verification or identification, and demoby identifying the unique writing styles of authors. Author
strated that writing style is a key feature in distinguighinattribution has been used in a small yet diverse number of
among authors. Today we not only have many more auth@splications, such as authorship verification for literatand
writing and publishing papers, but also have many differeptiblished articles, for online messages [3], [4], plagtari

kinds of publications, covering different topics, with féifent

genres and requiring different writing formats. In this pap

detection and forensic analysis for criminal cases.
One of the most important components for author attribu-

we regard the publishing venues of all kinds of publicatiortfon is to identify representative stylometric featuredjiah

as venues. We have different venues for different reseamtmpared to the features used in text content classifigadien
domains; for example, the ‘SIGIR’ conference for Informaassumed to be topic-independent and context-free. Stytame
tion Retrieval (IR) research, and the ‘VLDB'’ conference fofeatures used in early author attribute studies are lexidal
database research. Moreover, even in one research donain(ive., character and word) based, such as number of words and
also have multiple venues. To take the ‘IR’ research domatharacters, word length, vocabulary richness [5], [6].tier

as an example, we have journals suctrdisrmation Retrieval study then began to make use of syntactic features [7]. The
and J.ASIST as well as conferences, such as SIGIR, JCDthree most representative syntactic features are funatoyds
WWW, CIKM, etc. We also have posters, workshops, technic@], [9], punctuation [10] and part-of-speech tags [7]. lMoe-
reports, patents, etc. With so many different kinds of venueently, structural features [11], such as number of pa@wa
provided, a straightforward question may arise: how cay thase of indentation, use of signature, have attracted aitent



TABLE |

especially for online message authorship identificatiotihhe® FEATURES
useful stylometric features include character-basedamgr
[12] and POS-based n-grams [13]. However, due to differepfyre Features Description
. i L : exical TokenNum Total number of words
applications, no set of significant stylometric featureseha TypeNum Total number of diSTct Words
i 11 H mi 1 CharNum Total number of characters
been identified to be the most dlscrlmlnatlve. L Lol LLLL UclR B s b
Just as there are a range of stylometric features, there are AvgSenLen Average sentence length
also many techniques for author attribution. In most cas, gL | verage Word lengm e
task has been treated as a single-label multi-class clzsifi gg?ri ;ﬂ;gdi%bch%igg&sgm
task, and therefore many classification techniques have bee HapaxVSToken | Frequency ofyonce-occunng words
considered [3]. Besides that, there are other techniquels su normalized by TokenNum
.. . HapaxVSType Frequency of once-occuring words
as statistical approaches [14], neural networks [15], tiene normalized by TypeNum
H 7 i H ValidCharNum Total number of characters
algorithms [9], and principle component analysis appreach excluding the non-digital. non-alphabetical
[8]. Most recently, researchers have started to use ladetbif and non-white-space characters
models into author attribution task [16], [17]. Howevereta A O alzed by Chinom . racters
is no consensus on which particular approach can perform the DigitalCharNum Igtrm;r:geg O(f: gglﬁ‘admcharacters
beSt due to diﬁerent app"CatiOl’lS- UpperCaseNum | Total nymberyof characters in upper-casg
In this paper we conduct a detailed study of venue classifi- WAESACNTT Qg{;?ﬂg;%eﬁyofcm‘;gace S
cation by adopting a set of stylometric features that hawnbe normalized by CharNum
demonstrated useful in author attribution. Unlike moshaut SpaceNum noralze By Chomiom o acters
attribution experiments, we test large numbers of classes TabSpaceNum | Total fumber 2 Spaces
(venues). We work on real data sets, collecting paper instan VocabiTaTy ANOGabUIar Fichiness Measire
according to the actual distributions of venues in the da aSyntactlc ELcnhcﬁzdeum $§Igegugyb§:péf —
corpus. Moreover, we compare classification results_ using PunctuationNum| Total number of punctuation characters
different feature sets and classifiers and further exantiee t PR TP R
.. .. . . FuncWordFreq Frequency of function words
distinguishing power between creating style-based dlassi normalied by FuncWordNum
and content-based classifiers. We further explore theigalat | (298 features)
. .. . X ructural | SectionNum Total number of sections
ship between writing styles and topics and genres resgdgtiv FigureNum Total number of figures
EquationNum Total number of equafions
TableNum Toall number of tables
Ill. PROBLEM IDENTIFICATION [ReferenceNum | Total number of references

Given a set of papers, with their full or partial content
provided, the task of venue classification is to determirge th
likelihood of a paper to be published in a particular venue. | exical Features: Lexical features can be further divided
We can approach the task using traditional classificatioh-te into character-based or word-based features. It reflecis-a p
niques, where a set of papers with known venue informatig’s preference for particular character or word usageuin
are used for training, and the ultimate goal is to automéyicawork, we included character-based features like number of
determine the corresponding publishing venue of a papgfms, number of distinct terms, etc. The number of Hapax
whose venue information is missing. In particular, we af@rms, one of the features we used, is defined to be the number
interested in exploring the following research questions:  of distinct terms that appear only once in the paper. We also
« How well can venues be distinguishable from each othased vocabulary richness as defined in [18]. In total, we have
in terms of writing styles? 66 lexical features.
« What are the valuable features to represent writing styles?Syntactic Features: Compared to lexical features, the
« How sensitive is venue classification to classifier choiceffscriminating power of syntactic features is derived from
« Compared with using content-based features, can \wi#ferent formats and patterns in which sentences of a paper
improve classification results using stylometric feat@resire organized. They are more likely to be content-indepeinde
« Are topically-similar venues distinguishable by writingOne of the most important syntactic features is the set attsho

styles? yet all-purpose words, which are often referred to as fmcti
« Are venues of different genres distinguishable by writingiords, such as ‘the’, ‘a’, ‘and’, ‘to’, etc. Research in amth
styles? attribution demonstrated that function words play an intguair
role in identifying authors, since their frequency of usage
IV. FEATURES often unaffected by papers’ subjective topics. We adopted a

Since we focus on writing-style based venue classificatiopgt of 298 function words. Another example of a syntactic
one of the main concerns is to define an appropriate qud@ature is punctuation. We count the sum of appearances of
titative text representation that captures the writingesiyf ~€ight predefined punctuation symbols that appear in therpape
scientific papers. To avoid the influence from paper content,Structural Features: Structural features represent the lay-
the features we employed need to be unrelated to topic amat of a piece of writing. De Vel [11] introduced several
context-free. Based on previous studies and analyses in $iieictural features specifically for email. In our work, we
task of author attribution, we incorporated three types aflopted five structural features specifically for scientifec
features into the feature set: lexical features, syntdetitures pers: the number of sections, figures, equations, tables, an
and structural features. The entire set of features isdliste bibliographic references. Due to the fact that the origpzader
Table I. content available is in raw text format, in order to retri¢ghe
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number of figures in one specific paper, we simply count the STATISTICS OVER CHOSENV ENUES

number of times the word ‘figure’ or ‘Figure’ appears in the

paper. We did the same for number of sections, number of é\ég-erNsO- of é\ég-elringg: \%nue é\ég-elringg; \%nue
tables and number of equations. We add number of references Per venue | (Abstract (Full Paper)

as an extra feature, not only because it is available in our;acwm 215 105 words N/A

data set, but also because this kind of feature is important_ CiteSeer| 98 140 words 6490 words

for scientific papers. We can retrieve all of these five fesgur

for the papers in the CiteSeer data set, where the full paper TABLE il

. . . ULTI-CLASSVENUE CLASSIFICATION FORACM DATA SET. VALUE* IS
content is available. For papers in the ACM data set, We CaN" ¢ cNIFICANTLY BETTER THAN THE BASELINE CLASSIFIER

only retrieve the number of references feature.

In summary, we have 371 features for papers in the CiteSeer Accuracy [ F Score
data set, and 367 features for papers in the ACM data set. The 2-Venue | Baseline [ 0.503 0.481
. Stylometric | 0.806 0.71F
data sets are described below. Venue | Baselne 1 0.195 0177
Stylometric | 0.58% 0.45F
V. EXPERIMENTAL EVALUATION T0-Venue | Baseline 0.099 0.085
; Stylometric | 0.43% 0.30F
A. Data Collection 30-Venue | Baselne | 0.033 | 0.027
In order to test whether we can successfully classify venues Stylometric | 0.267 0.118
by their writing styles, we perform experiments on two real 50-Venue gglslgm]eemc 00 1 o0
world data sets. The first data set is a subset of Albé/ T00-Venue | Baseline 0.070 0.008
Digital Library , from which we crawled one descriptive web Stylometric | 0.113 0.050
icti i i 150-Venue | Baseline 0.007 0.005
page for each of 172,890 distinct papers having both tittk an SyTometE | 0.09F i)

abstract information.
For each published paper, we extract its publishing venue

and citation references. Due to possible venue name antyigui . .
we first convert all upper-case characters into lower-casd, _ YWe construct RandomForest classifistylometric(A) and

remove all non-alphabetical symbols. We further removéd atylometric(F) for the CiteSeer data set, since we have both
digits as well as the ordinal numbers, such as the 1st, the ogstract and full content information for papers in thisadat

and applied Jaccard similarity match to merge duplicateigenSet Stylometric features are extracted from either attstra
names. We finally obtained 2,197 distinct venues. content or paper full content respectively. For the ACM data

The second data set we utilize is ti@iteSeer digital set where the’full content of papers is missing, ‘we work
library scientific literature distributed by the 2011 HCIRONIY On papers’ abstracts to generate the stylometric festu
challenge workshdp The whole data corpus is divided intoTable 1l shows some brief statistics over the randomly c_hose
two parts. Meta-data about a paper, such as its title, fnibtis Venues we .tgste_d. In order to demonstrate the effec_tlveness
venue, publishing year, abstract, and information abdation of the classification results, we further construcBaseline
references are kept in XML format; the full content of thaglassifier for comparison, which randomly guesses the venue
paper is in plain text. We collected 119,727 papers pubtishibel for paper instances in the testing set. _
between 1949 and 2010 that have both abstracts and fulf\S_Shown in Table Il and Table IV, our stylometric
content information. We applied the same working proceggassmer can outperform the baseline classifier under all
as we did for the ACM data set to merge ambiguous venue

names, and finally obtained 48,797 venues. TABLE IV
\p . MULTI-CLASSVENUE CLASSIFICATION FORCITESEERDATA SET. VALUE
B. Overall Classification Results * |S SIGNIFICANTLY BETTER THAN THE BASELINE CLASSIFIER. VALUE 1

In a first analySiS, we determine whether venues are diStin—'S SIGNIFICANTLY BETTER THAN THE STYLOMETRIC(A) CLASSIFIER

guishable by their writing styles under general circumstan

. Accuracy | F1 Score
regardless of content, topic and genre effects. Venue Baseline 0.493 0.485
For all experiment settings, we make use of 10-fold cross Stylometric(A) | 0.707% 0.658%
validation, and adopt Accuracy anf, score, the two tradi- Stylometric(F) | 0827 | 0.828
. e s . . 5-Venue Baseline 0.206 0.197
tional cla55|f|cat|on metrics for performance eva!uatlon. . Stylometiic(A) | 0.413F 0347
1) Multi-Class Classification ResultsTo examine multi- Stylometric(F) | 0.625 0.57%F
class classification results, we randomly chod§evenues, 10-Venue | Baseline 0101 [ 0.095
here K indicates the number of venues on which we tested oyometicl) 1 o A
where _ : Stylometric(F) | 0.450F 0.39F
In our experiments, we change the valugofimong 2, 5, 10, 30-Venue | Baseline 0.033 0.031
30, 50, 100 and 150. For each valuefof we randomly choose gg:gmgg:gg 8.%22; 8.%3;
K venues that have at least 100 papers for the ACM data set S0-Venue | Baseline 0019 0017
(at least 50 papers for the CiteSeer data set). We collect all Stylometric(A) | 0.066% 0.051%
the papers published in those chosen venues to construct the Stle:netrIC(F) 0.I5687 | O.11I&87
training/testing sets. The same process is repeated tes tim 100-Venue gg,slgr::‘eemcw 8'8%2* 8'8(2)2*
for each particula#(<, and the results are an average of all the Stylometric(F) | 0.09FF | 0.04&F
iterations. 150-Venue | Baseline 0.007 0.007
Stylometrnc(A) | 0.022% 0.018%
Lhttp://hcir.info/hcir-2011 Stylometric(F) | 0.06Zf | 0.0447




TABLE V
ACCURACY FORDIFFERENTFEATURE SETS AND TECHNIQUES

ACM CiteSeer
RF NB SVM__RF NB SVM
go . Lexical 0425 0.170 0.403 0.435 0.315 0.355
Syntactic 0.382 0.165 0.402 0416 0.366 0.267
Structural 0.304 0.131 0.291 0.294 0.265 0.221
LexitSyn 0429 0.177 0433 0.447 0.383_ 0.388
Cexi+Sir 0423 0.173 0.414 0441 0.329 0.357
Syn+Sir 0.386 0.165 0.410 0.436 0.372 0.269
CexitSyn+Str 0.434  0.186 0.455 0450 0.389 0.390
\ TABLE VI
" F; SCORE FORDIFFERENTFEATURE SETS AND TECHNIQUES
"N\ il ACM CiteSeer
A RF NB SVM __RF NB SVM
g os Lexical 0.273 0.132 0.146 0.382_0.257 0.203
& Syntactic 0.224_ 0.158 0.151 0.354 0.339_0.076
Structural 0.109 0.105 0.100 0.247 0.199 0.038
LexitSyn 0.298 0.182 0.224 0.389 0.349 0.240
Cexi+Sir 0.285 0.173 0.147 0.376 0.274 0.207
Syn+Sitr 0.247 0.165 0.149 0.373 0.347 0.089

Lexi+Syn+Str  0.309 0.191 0.239 0.391 0.359 0.245

Fig. 1. Comparison of Classifiers: Accuracy af@ Score for ACM data ] ] )
(above) and CiteSeer (below). of venues exceeds 30 and 50 respectively. NaiveBayes is the

worst in general in terms of Accuracy, however, it gradually
catches up with the performance of RandomForest and SVM
when the number of venues tested is increased. In terms of
etlf;l Score, RandomForest is the best classifier working on
oth data sets. NaiveBayes shows comparable performance
as RandomForest. SVM turns out to be the worst of the
thyee, whose performance is only slightly better than ramdo

circumstances. Based on the value computed from the
students’t test, all improvement over the Baseline classifi
is statistically significant{ < 0.05), which confirms that
venues are distinguishable by their writing styles. Moerov
there exists a tendency to achieve greater improvement o . .
the random guessing baseline as the number of venues teSigFSiNg when working on paper abstracts. . .
increased. Working on CiteSeer data with paper full content Comparison of Feature Typesis introduced In previ-
there is a 70.25% improvement for 2-venue classificatiod, aRUS Sections, we have three groups of stylometric features:
the performance is 7.45 times over random guessing for 3gXic@l, syntactic and structural. To examine the contfdu
venue and 8.86 times for 150-venue respectively. We alg different feature sets, we first test the performance ahea

notice from the experiment results in CiteSeer data that \)\;giividual_grou?, and then adfc_i thhem oneb by ?ne to test thed
can achieve better performance working on the full pap€ abnges In pfer ormance. We 'X:c € number odvenues teste
content to retrieve the stylometric features than just fpaper © Pe 10. Pérformance in terms of Accuracy @ndScore are

abstracts. The improvement s statistically significanew0 SUmmarized in Tables V and VI respectively. .
or more venues are taken as testing venues. We can see that lexical features still play the most impadrtan

2 ¢ : f Classification Techniqueso luat role in venue classification. Structural features are thastle
) Comparison of Classification Techniquego evaluate useful, probably due to our rough calculation method for

the classification results of different classifiers, we egphe collecting number of sections, number of figures, etc. How-

same experimental process as described above using ﬂg &, we can also find that each group of features contributes

state-of-the-art classifiers: RandomForest (RF), NaiyeBa s :
, y ositively to the overall performance, since when we addthe
(NB), and Support Vector Machines (SVM). For the CiteSe 6gether),l performance ,2 better than each individualy.

data set, experiments were carried out for both paper abstra We further conducted five individual pairwiséests in order
(4) anq fuII.content(F) separately. We report eXPe”me”t.alo examine the significance of improvement. Table VII shows
results in Figure 1. We can see that a” classifiers a.Ch' p value of thet tests for feature comparison for both ACM
better performance than random guessing; however, Chﬂcer%md CiteSeer data sets. Both lexical and syntactic featvogs

fvlvaz)sfj'gtearsszssve different impacts on the performance dwer tsignificantly better than structural features. Combiniexjdal

For ACM data set, RandomForest and SVM work better

than NaiveBayeS fOf bOth ACCUracy anﬂl Score' SVM VALUES OF PAIRWISETTES:%BCI)_I\IJEAX(L'URACY FOR DIFFERENT TYPES
outperforms RandomForest in terms of Accuracy, howevet, SYMBOL * INDICATES STATISTICAL SIGNIFICANCE
RandomForest can achieve highiér Score than SVM.

For CiteSeer data set, all three classifiers can achieve Feature Sets ACM CiteSeer
better performance working with paper full content thangrap Lexical vs. Syntactic 02179  0.1264

. . Lexical vs. Structural 0.0018 0.0005

abstract. For both working with paper abstract and full eant . Syntactic vs. Structural 0.0035F0.0012
RandomForest performs the best with small number of testing Cex vs. Lex+Syn 0.0482F  0.0407%

venues, and is then outperformed by SVM when the number Lex+Syn vs. Lex+Syn+Stru 0.2210  0.1987




TABLE VI TABLE X
CONTENT VS. WRITING STYLE: ACM DATA SET. VALUE* IS WRITING STYLES VS. TOPICS
SIGNIFICANTLY BETTER THAN STYLOMETRIC CLASSIFIER

Accuracy | F1 Score
Accuracy | F; Score SIGIR WWW 0.730 0.729
2-Venue Stylometric | 0.806 0.713 SIGIR CIKM 0.660 0.659
Content 0.916 0.888 SIGIR SIGKDD 0.755 0.755
Combine | 0.884 0.836 SIGIR JCDL 0.690 0.688
5-Venue Stylometric | 0.584 0.454 SIGIR | computer architectur§  0.855 0.855
Content 0.798 0.706 SIGIR | parallel computing 0.895 0.895
Combine | 0.742 0. 636 SIGIR graphics 0.845 0.844
10-Venue | Stylometric | 0.434 0.309
Content 0.657 0.578
Combine | 0.595 0.44%
30-Venue | Stylometric | 0.267 0.118 As shown in Tables VIII and IX, the Content Classifier
Content 0.49F 0.30Z . - L
Combine | 0410 | 0.227% works better than the Stylometric Classifier. It indicateatt
50-Venue | Stylometric | 0.207 0.077 topic-related difference is more distinguishable thantingi
ggmg?nte 8-‘3‘2; 8-%21 styles for venues. When combining both stylometric and
T00-Venue | Stylomeric | 0.113 0.050 content features, the performance_is not improved on the
Content 0.280 0.14F ACM data set; however, we can get improved performance on
Combine [ 0.2177 [ 0.1017 CiteSeer data set when features over full content are iategr
150-Venue | Stylometric | 0.099 0.040
Content 0.135% 0.085 : -
Combine T 0.T7F 0.074% D. Topics vs. Writing Styles
Working on CiteSeer data set, we randomly select 100
TABLE IX papers published in the venue ‘SIGIR’. We would like to test

CONTENT VS. WRITING STYLE: CITESEERDATA SET. VALUE* IS : : ot :
SIGNIFICANTLY BETTER THAN STYLOMETRIC CLASSIFIER VALUET whether papers in this venue can be SucceSSfu”y dIStIhngS

INDICATES THAT 'COMBINE’ CLASSIFIER IS SIGNIFICANTLY BETTER from papers published in other venues, either with moress le

THAN "CONTENT CLASSIFIER similarity with the venue ‘SIGIR’ in terms of venue topics.
AcETasy | T Score We select six other venues, and randomly select 100 papers
A . e

>Venue Stylometic(F) | 0.847 0878 for each of 'Fhem. RandomForest_ is usgd as the classifier.

Content 0.885 0.868 We can find that papers published in similar venues can
— gOTInb'”e - 8-222 g-ggg also be successfully distinguished with high probabiliyg(,
-venue Ctg’n?g?ﬁ"'c( ) TRy 0838 73% for papers in SIGIR and WWW) based on writing style

Combine 0.69T 0.645 features. There shows an increase in classification agcurac
10-Venue | Stylometric(F) | 0.450 0.391 when venues are talking about different topics than similar

Content 0.504 0.447 topics

Combine 0516 | 0.458 pics.
30-Venue | Stylometric(F) | 0.246 0.188 "

Cg’mem ©) 0770 071T E. Genres vs. Writing Styles

Combine 0.286 0.225 : ; ; : ; ;
50-Venue | Stylometic(F) | 0-156 0116 We are also mtereste_d in dlscoyerl_ng the impact of dn‘ft_eren

Content 0I87% 0141 genres of venues on similar topics in terms of their writing

Combine 0.I9F 0.145 styles. As we already know, there exist many different genre
100-Venue | Sytometrc(F) | o | O e of venues even for the same topic. For example, the journal of

Combine 0.1167 | 0.087F SIGMOD Record compared yvith the _conference of SIG_MOD
150-Venue | Stylometric(F) | 0.062 0.044 in database research domain. In this group of experiments,

Content 0.075 0.059% i N

Compins GOTE Soe we collect papers published in journals and conferences, an

show their classification results. RandomForest is usetias t
classifier. As shown in Table XI, we first test on the overall

) . o . performance for all journals and conferences regardless of
and syntactic features can provide significant improvemeghic difference. For doing this, we randomly select 1000

over pure lexical features, however, the improvement is N rnal venues and 1000 conferences venues, collect al the

S|gn|f|can_t when we further add structural features. Thaltes published papers, and carry out the classification. As atdit;

are consistent across the two data sets. we can retrieve an accuracy over 76%. We further choose three

» different research domains; for each of them, we collec@®l 1

C. Content vs. Writing Styles papers published in their corresponding journal venues and
Under all experimental settings mentioned in previous seesnference venues respectively. Results show that in asgab

tions, we work on pure stylometric features. Besides tt@d computer architecture domain, the classification t®sul

difference in writing styles, venues also differ in theintent. are better than that in the graphics domain. Even though we

In order to compare the classification performance betweeannot determine exactly the effect of research topics en th

writing-style based features and topic/content basedifest classification results between journals and conferencesan

we further construct the RandomForest-baGeditent Clas- still see that on a general basis, these two are distingolisha

sifier, in which we represent each paper by the TF-IDF scores ) e

of the Top 500 most frequent appearing terms in the whole IMProving Classification Results

corpus, and th€ombine Classifie, where we combine both  We have also experimented with techniques to further

stylometric and content-based features. improve the accuracy of our classifier. Two popular techegju



TABL

E Xl

WRITING STYLES VS. GENRES

writing styles of papers published in them. We applied the

traditional classification approach for this task, and tided

Conferegce VIT Journdl Agcugggy Fé 560056 over 300 stylometric features for representing paperdingi
vera ! 761 styles. Experiments on both ACM and CiteSeer data sets
Database 0.7965 0.7949 .. . ! -
Computer Graphics | 0.5887 | 0.5885 demonstrated that venues can be distinguished by theingrit
Computer Architecture]  0.7670 | 0.7668 styles. By combining both stylometric features with tramigl

content-based features using papers’ full content, we ean g
improved performance for venue classification. We examined

Boosting and Baggn’]g (Bootstrap aggregating)’ have be@]@ impaCt of three different classifiers: RandomEoreslveNa
adopted, both of which essentially construct a set of diassi Bayes and SVM. Even though they perform differently on
which are then combined to form a composite classifier. Tiéfferent experimental settings, RandomForest, howeuens
composite classifier is generally believed to perform bettgut to work the best in general. We further examined the
than the individual classifiers. contribution of different feature sets in which lexical fieles
We apply both Bagging and Adaboost, provided by WEKAWVere found to be the most valuable. Moreover, we carried out
on both ACM and CiteSeer data sets. We experimented 8XPeriments to test the relationship between venues tapids
different numbers of venues (2, 5, 10, 30 and 50). Fyyriting styles_as well as venue genres and writing stylesh bo
venues in CiteSeer data set, we also test the performancePhyvhich achieved positive results on the tested venues.
either using onl_y paper abstract or full content respelstive ACKNOWLEDGMENTS
RandomForest is used as the basic classifier, and the results . )
are also evaluated using 10-fold cross validation. We epgr 'NiS Work was supported in part by a grant from the
results in terms of accuracy arfd score in Figure 2. National Science Foundation under award 11S-0545875.

Both Bagging and Boosting provide significant improve-
ment ove.r.the. Orlgmal .CIaSSIflcatlon reSUItS.' Bagging gIQW[l] F. Mosteller and D. Wallacelnference and Disputed Authorship: The
better ability in improving accuracy. The improvement in-"" Fsgeralist Reading, Mass.: Addison-Wesley, 1964.
creases when more venues are tested. Working on 10-ven@g J. Karlgren, “The wheres and whyfores for studying teshg compu-
task, the improvement of Bagging is 12.44% for ACM data set, tationally.” in Workshop on Style and Meaning in Larguange, Art, Music

0 . o . and Design. National Conference on Artificial Intelligen@904.
27.56% for CiteSeer abstract and 16.4% for CiteSeer fulkpap [3] R. Zheng. J. Li, H. Chen, and Z. Huang, “A framework for tearship
content. AdaBoost, however, works better for improving the ~ identification of online messages: Writing-style featusssd classifi-
performance in terms afy; Score: it improves performance by

cation techniques,'Journal of the American Society for Information
10.36% for ACM, 10.71% for CiteSeer abstract and 15.09%y Science and Technologyol. 57, no. 3. pp; 37833, 2006.
for CiteSeer full paper content.
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Fig. 2. Bagging and Boosting: Accuracy ahg Score for ACM data (above)
and CiteSeer data (below).



