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Abstract

We prese nt an engineer ing study of a classifier (image re cognition algorithm) for
at least 100 font styles of the printable ASCII char acte r set. The fonts have been
chosen for maximum cover age of 20th Century Amer ican publications. Tra ining
and testing stages have bee n large ly automated using a systematic image databa se
which was pseudo-r andomly gener ated using a para meter ized model of imaging
defe cts. Engineering benchma rk tests have been run on one millio n images. We
have mea sured four aspec ts of classifier per forma nce: acc ura cy, uniformity, gener -
alization, and compre ssion. The classifier ac hieves better than 99.7% top choice
corr ec t on printed English books, using dictionary context. The technology gener -
alizes strongly, indicating that the classifier should per form equally well on many
more than the 100 fonts tested.

Keywords: Classification, printed text, polyfont, omnifont, OCR, char ac ter re cog-
nitio n.

1. Introduct ion

We give a detailed per forma nce ana lysis of an exper imental classifie r for isolated char acter s
from the Latin alphabet printed in any of 100 fonts. The underlying technology has been descr ibed
in [Bai88a] , and a smaller- scale trial (on ten fonts) is re ported in [LB87].

The ability to re cognize char ac ters printed in any of a large number of fonts, with no on-line
training or prior specif ication of fonts, is essential to any gener al-pur pose optical char acter rec og-
nitio n (OCR) machine. Such a polyfont† ca pability has been claimed for sever al commer cially-
available page re ader s in re cent year s (manuf actur ers include Xer ox, Daimler- Benz, Calera , and
Toshiba). To our knowledge no systematic perf ormanc e statistics substantiating these claims has
been published. In much of the rese arc h literature , char acter rec ogniti on methods have been tested
on data sets so re stricted that it is difficult to judge whether or not they will sca le up succ essfully.
For these re asons, a detailed ac count of a large- scale polyfont classifier may be a useful contribu-
tion. In addition, we believe that engineer ing issues arising in such large- scale trials ar e worthy
topics for basic re sear ch, for sever al re asons:

1. Certain proper ties of classifie rs, including generalizing power and compression, are

† Some authors use the term ‘‘omnif ont,’’ which in this context should never be taken in its literal sense of
‘‘all fonts.’’ No existing OCR machine perform s equally well, or even usably well, on all of the hundreds of
fonts used by modern typesetters.
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interesting on theoretica l grounds, but are usually discussed only qualitatively. The rich vari-
ety of shapes in large -sc ale polyfont exper iments off ers an opportunity to assess these quanti-
tatively.

2. Virtually all pattern rec ognition methods, when re duced to pra ctice, re quire either simplify-
ing assumptions (to fit theore tical models), or shortcuts in their implementation (to re duce
cost), or both. As a re sult, their time or space require ments may grow faster than small-sca le
trials may suggest, espec ially under pressur e of ambitious acc urac y goals. We will re port on
the scaling char ac teristics of our technology as it has coped with larger and large r numbers of
fonts.

3. Since all rec ognition methods must fail on images that are suff iciently distorted, no ac count
of classifier per forma nce is complete without a discussion of the margins of perf ormanc e
under a quantifiable model of image def ects. As a step towards this goal, we have integrated
an explicit defe ct model into the trials.

4. Future page rea ders must be versa tile, easily ada pting to diffe re nt languages and writing sys-
tems. Evolution towards this goal is cr itically dependent on grea ter automation in the con-
struction of classifier s. This exper imental trial involves a highly-automated, language-
independent infer ence proce dure .

The trial was car ried out in three phases:

1. Selection of 100 font styles to achieve broad cover age of printed and typewritten 20th Cen-
tury Americ an books, magaz ines, journals, newspape rs, and business corr espondenc e.

2. Design of an exper imental trial to ensure that classifier perf orma nce statistics are unbiased
and uniformly fa ir over a range of sizes and commonly-occ urring imaging defe cts.

3. Analysis of acc ura cy and uniformity over a range of sizes, symbols, and imaging defe cts. In
particular , we discuss the sca ling char acte ristics of the technology, including gener alization
and compre ssion.

Some backgr ound on the classific ation technology is given in Section 2. The selec tion of
fonts is motivated in Section 3. The engineer ing design of the trial is given in Section 4. Acc u-
rac y and uniformity of the re sulting classifie r ar e discussed in Section 5. Gener alizing power and
compre ssion ar e descr ibed in Section 6. Appendix I discusses the evidence supporting the choice
of fonts. Appendix II illust rates the fonts included in the trial.

2. The Classifier Technology

The classifier technology used here is descr ibed in [Bai88a] , with a fe w modifications
descr ibed below. Briefly, it extra cts local geometr ic shapes fr om the input image, maps this
diverse collection of shapes into a fe ature vector with binary components, and then infer s/classifies
using a single-stage Bayesian classifier under an assumption of class- conditional independence
among the fe atures. Thus it repr ese nts a hybrid of structural shape ana lysis algorithms with statis-
tical dec ision theory. The geometric shapes ar e der ived fr om moments of are a and boundary ana l-
ysis, and include connec ted components, holes, edges, locally-maximal convex and conca ve arc s,
and intrusions fr om the convex hull (this diffe rs fr om the set used in [Bai88a] : in particular , we no
longer vectorize ). The fea ture identification mapping is not specifie d manually, but is deter mined
automatically by the distributi on of geometric shapes in the training set.

The Bayesian classifie r is infer re d using conventional supervised lear ning. Classifier runtime
is O(CF + logC) and space is O(CF), wher e C is the number of classes and F the number of
binary fea tures. Ther e may be more than one class for eac h symbol in the alphabet (de tails in Sec-
tion 4).

The use of a quantitative, para meter ized model of imaging defe cts [Bai90a] permits us to
build these classifie rs with a minimum of manual ef fort. The model includes para meter s for size,
digit izing re solution , blur, binariza tion threshold, pixel sensitivit y variations, jitter, skew, stretch-
ing, height above baseline, and kerning. It has bee n ca librated on image populations occur ring in
printed books and typewritten documents. Associated with it is a pseudo-ra ndom defe ct gener ator
that rea ds one or more sample images of a symbol and writes an ar bitrarily large number of
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distorted versions with a specif ied distributi on of defe cts.

3. The Select ion of Fonts

We wished to choose a set of fonts to cover as much as possible of 20th C. Americ an publi-
cations, including books, magaz ines, newspape rs, and typewritten mater ial. We wer e interested
primarily in body text typefac es, used for rea ding matter, and so we have ignored display fa ces,
used for preliminary pages, part and chapter titles, running heads, and sometimes sub-hea ds
[CMS82]. We also neglec t decor ative and adver tising designs such as script, swash, black-le tter,
and extre me Egyptian fa ces.

We use the term font in the sense usual among computer typesetters, to mean a design that is
distin guishable by shape ra ther than by size. Thus we do not count eac h point size of text as a dif-
fer ent font, as letterpre ss typographers often do [Bro83] . Also, we consider Times Roman and
Times Italic to be diffe re nt fonts even though they belong conventionally to the same typefa ce
family. We will not disting uish modera te variations in weight (light/bol d) and width
(conde nsed/expanded) , suitable for use in body text, since these are repr ese nted by defor mations in
the pseudo-r andomly gener ated training set. Thus, our 100 fonts repr ese nt approximately 50 com-
plete body-text typefac e fa milies.

Font usage evidence is discussed in Appendix I, and the 100 fonts ar e illust rated in Appendix
II.

4. Design of the Experiment al Trial

For eac h of the 100 fonts, for eac h of the 94† symbols in the printable ASCII set —

A B C D E F G H I J K L M N O P Q R S T U V W X Y Z
a b c d e f g h i j k l m n o p q r s t u v w x y z

0 1 2 3 4 5 6 7 8 9 8 . , : ; " ́  ̀  * ̂
? ! @ # $ % & / \ ˜ -_+ = < >( ) { } [ ]

— and for ea ch of 10 point sizes in the ra nge [5,14] , we gener ated 25 samples using the image
defe ct model, at a digiti zing resolution of 300 pixels/inch (ppi). Half of this set (the odd point
sizes {5,7,9, 11,13}) was used to train the classifier , and the other half (the even sizes
{6,8,10, 12,14}) to test it. Eac h sample image was labeled with baseline location and nominal text
size (in points), so that it could be tested in complete local geometr ic context. Nominal text sizes,
assigned by type designers, vary unsystematically fr om font to font: these irre gularities wer e com-
pensated for using the method descr ibed in [Bai88b].

The training proce dure (desc ribed in [Bai88a] ) is almost entirely automatic: the only manual
step require d is splitt ing of symbol classe s into variant classes. For example, we have found that,
in orde r to achieve high acc ura cy on all 100 styles of the symbol /a/, we must split them into six
variant classe s:

1) a a a aa a etc.
2) a a a a a a etc.
3) a a a a a a etc.
4) a a
5) a
6) a

Varia nts (1) and (2) re prese nt two grossly diffe re nt styles of /a/. The other four are require d to
repr ese nt variations on (2) which ar e only subtly diffe rent fr om some styles of /o/. Note that in
variants (1) , (3), and (4) , roman and italic styles are succe ssfully combined in one varia nt class.

For some symbols, such as /=/, no splitti ng is re quired; for others, such as /J/, as many as 18
variants ar e neede d. On aver age, among all the symbols, six varia nts are re quired (se e Section 6).
In addition to having a strong ef fe ct on acc urac y, splitt ing determines the time and spac e demands

† Symbols \_˜ ̂  "{}<>=+@ were unavailable in half of the fonts.
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of the classifier (see Section 6 below).

The nece ssity of splitti ng appea rs to be due to our use of a single-stage Bayesian linear clas-
sifier, which may perf orm poorly when class distributi ons in fea ture space ar e not unimodal and
well-sepa rate d. Sever al attempts to automate splitt ing (using clustering, etc) have so far failed to
yield results competitive with exper t judgement. It can be argue d that this is a wea kness in the
approa ch. Other classifica tion methods, such as multipl e-stage neura l networks trained by back-
propagation [LBD90], are ca pable of lear ning classe s that ar e not unimodal, at least in principle.
However , lear ning subtle distincti ons of the kind illustrated above might require unacc eptably long
training times. We ar e not awa re of any succe ssful application so far of such a method to large -
scale polyfont classifica tion problems.

It is tempting to view splitti ng as a straight-for war d engineer ing trade- off betwee n computing
resour ces and acc urac y. When splitt ing is maximized, putting eac h font-symbol in a separ ate vari-
ant class, then time and space dema nds will be grea test, but acc ura cy will pre sumably also be the
best possible. This is equivalent to running a complete set of font-spec ific classifier s in para llel,
what is sometimes ca lled multi-font classifica tion. It is important to note that the high ac cura cy of
multi-font classifica tion may only be rea lized on the fonts explicitly included in the training set.
Idea lly, one wants a classifier that perf orms equally well on fonts that are ‘‘similar’ ’ but not identi-
cal to these. Such a gener alizing ability is enhance d when seve ral slightl y diffe re nt font-symbols
are combined in a single variant: the resulting statistical distributio n may gener alize to embra ce
other font-symbols similar to these. So in fac t there ar e two motives for minimizing splitt ing: to
reduc e time and space demands, and to improve gener alization.

5. Acc uracy and Uniformit y

Testing on pseudo-ra ndomly gener ated samples has advantage s and disadvantages. One
advantage is that such a test is, at least in principle, re plicable, and so permits compar isons with
competing classifica tion methods. Another per haps more important advantage is that the per for-
mance results ar e uniformly-f air over the cross- product of fonts, symbols, and sizes, and under a
consistent set of image defe cts: as a re sult, pre dictions of rela tive perf ormanc e among fonts, sym-
bols, and sizes ca n be made with high confide nce.

In this study, our principal interest is in the classifier ’s uniformity, that is in re lative rather
than absolute ac cura cies. Thus, when computing statistics, we will assume that all 100 fonts and
all 94 symbols occur equiprobably, and that image defe cts are distributed as specifie d in the image
defe ct model. Her e ar e the test results, displayed by text size.
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Figure 1. Accur ac y as a function of text size (in points at 300 ppi), aver aged over all 100
fonts and 94 symbols, assuming all fonts and symbols are equiprobable. Per cent corr ect in
top 1, 2, 3, and 10 choices ar e plotted separ ately. The vertica l scale is smoothly distorted to
reve al details above 99.5%. (About 200,000 samples per datum.)

Top-1 statistics estimate the expec ted perf ormanc e on symbols in isolation (that is, in the absenc e
of any known contextual constraints). Top-3 statistics predict the perf orma nce of fa st, shallow
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data-dr iven contextual analysis using English dictionary look-up and punctuation rules. Top-10
statisti cs indicate upper bounds on perf ormanc e, since it is unlikely that any fast method for data-
driven contextual analysis could improve on them.

Note that ac cura cy improves monotonically on large r images: this is of cour se to be expec ted
in all classifier technologies. In designing this test, we chose a ra nge of sizes that would re veal the
‘‘c ritical size threshold’’ of the classifie r technology: that is, the size of text below which most
err ors are due to coar se spatial quantization. This can be thought of a mea sure of the noise immu-
nity of the technology.

The data in Figure 1 suggest that the cr itical size is approximately 9 point at 300 ppi (or ,
equivalently, about 19 pixels per x-height): above this threshold, top-3 acc urac y exce eds 99.5%,
and fur thermore soon flattens out. Is is interesting to note that, above the cr itical size, only mar gi-
nal improvements occ ur in top-k acc urac y for 3 < k < 10: in other words, symbols can be re cog-
nized either cor rec tly in top-3, or not at all, with high confidenc e.

The er rors re maining above cr itical size ar e distributed among the symbols as shown in the
following figure.
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Figure 2. Top-choice ac cura cy of ea ch of the 94 symbols, aver aged over all 100 fonts and
over the sizes 10p, 12p, and 14p (a t 300 ppi). The 94 symbols ar e plotted in asce nding order
of acc ura cy. (About 7000 samples per datum; fe wer for the symbols not pre sent in all fonts.)

Seventy-five per cent of all top-1 err ors occur on only 13 (14%) of the symbols:

0 l 1 I } { G ‘ J ’ ] S

Not unexpecte dly, /0/ (numer ic ze ro) is often mistaken for /O/ (alphabe tic "oh"), /G/ for /C/, /‘/ for
/’/, and /S/ for /5/; the rest ar e all similarly-shaped ‘‘ vertica l-stroke’ ’ symbols: 1 l I J ] { }. Of
course , many of these confusions occur across fonts, and ar e ar guably inevitable in any large -sca le
polyfont trial. Some inevitable confusions occur within a single font, wher e the typefa ce designer
has neglec ted to vary the shapes: for example, in Times Roman, one and ‘‘e ll’’ appea r as 1 l, and
in Futura Roman, ‘‘ ell’’ and ‘‘e ye’’ appea r as l I.

Next we exa mine the uniformity of the classifier ’s per forma nce over the range of fonts. For
this purpose, we use top-3 ac cura cies.
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Figure 3. Top-3 acc ura cy of eac h of the 100 fonts, aver aged over sizes 10p, 12p, and 14p (at
300 ppi). The fonts, repr ese nted by bullets, ar e plotted in asce nding order of ac cura cy.
(About 5000 samples per datum.)

Note the re marka bly consistent perf orma nce acr oss the fonts. The most difficult fonts, with acc u-
rac ies below 99.5% (c omputed as in Figure 3), ar e shown below, with their worst (top-3) symbols:

98. 57 Gi l l s a ns R o ma n 1 I /
98. 57 G i l l s a n s I ta l i c 1 I a /
98. 61 G a lli a r d I t a li c J O \ { } 
98. 74 Avant Garde Italic I T \ I { ] 
99. 05 G all iard R o m an J }
99. 12 Avant Garde Roman 1 I { } 
99. 27 U n iv e r s I t a lic I ‘ l /
99. 32 New Century Schoolbk Roman l { } / 
99. 40 Cas lo n Old F ac e I talic O l /
99. 43 We i s s I t al i c G I O ; / u

Sans serif fonts do somewhat worse than ser ifed fonts overa ll, but the classifier does not favor
roman over italic styles. Gener ally, designs with hairline strokes (such as Caslon Old Face ) do
worse than aver age. Case confusions are rar e, and difficult punctuation pairs such as /./,/ and /:/; /
are ea sily disting uished in most fonts. Also, the most complex and var iable shapes, such as amper -
sands /&/ and at-signs /@/, pre sent few special problems.

In summary, the test shows that almost all non-uniformities in classifier perf ormanc e acr oss
fonts are due either to coar sely-digitized images (x- heights smaller than 18 pixels), or to simplist ic
designs (ver tical-stroke char acter s).

This is good news, since it suggests that the technology will be able to cope with many more
than 100 font styles, while maintaining this level of perf ormanc e, with no change s to the algo-
rithms. Also, with only a fe w localized algorithm improvements, higher overa ll acc urac y may be
possible to achie ve, by making fea ture- extra ction less sensitive to digitizing er ror s (per haps
through grea ter smoothing), and by adding a fe w new fea tures such as rela tively subtle boundary
shapes occur ring among vertica l-stroke char ac ters.

The main disadvantage of testing on artificia lly-genera ted data is of course that the results
may not predict perf orma nce on ac tually-occurr ing images. We have attempted a rough calibra tion
of the classifier ’s absolute acc ura cy. As one component of a complete page rea der [Bai90b] that
uses shape- directe d re segmentation and exploits a dictionary, the classifie r has been tested on orig-
inal copies of sever al English books, printed in the Times and Gara mond typefac e families in 8, 9,
and 10 point sizes. Image d at a digiti zing resolution of 400 pixels/inch, ea ch book exhibited a final
char acte r re cognition ac cura cy exce eding 99.7%. This ac cura cy is par tly due to fa ctors that we did
not study in the pseudo-ra ndom trial, such as non-uniform occur renc e of symbols.
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6. Gener alization and Compre ssion

The rich variety of font styles off er ed an opportunity to mea sure cer tain proper ties of the
rec ognition technology that ar e often discussed qualitatively but seldom quantitatively. One of
these is generalizing power, the ability of a system to extra polate automatically fr om a design set,
and so to perf orm well on fonts not explicitly trained on. We observe d that, in this domain, the
rec ognition technology gener alizes by about a fa ctor of four (more pre cisely, 3.9): that is, training
on 1/4 of the font-symbols available in the design set was sufficie nt to achieve high ac cura cy on all
of them. This strong gener alization is due of course to both the classifier technology and the
nature of the application domain. Within this domain, however , this suggests that the classifier
will per form compar ably on many more than the 100 fonts that we have tested.

Another proper ty of classifier s, interesting on theore tical grounds, is compression, the con-
ciseness of the re prese ntation within the classifie r. In the classifier , eac h class is repr ese nted by a
single statistical rec ord, containing first- order statistics of a few scalar fea tures, and a vector of
log-ratios of Bayesian a priori binary-f ea ture probabilities. The number of these classes is a good
measur e of the re source s consumed by rec ogniti on: both runtime and spac e require ments of the
classifier ar e linear in this number (for a fixed number of fea tures). Ther e is always at least one
class per symbol, but more than one class may be nee ded to re prese nt all font style varia tions.
Compression, then, ca n be computed as the ra tio of font-symbols to classes: a compre ssion of one
meaning that ea ch font-symbol re quires its own class. Our classifier exhibits a compre ssion of
about 15.9: that is, aver aged over the symbol set, about 16 diffe rent font styles ar e re prese nted by
one class. This is ac hieved in spite of variations due to imaging def ects. Such high compre ssion
has pra ctical implications: it suggests that classifie rs for large r numbers of fonts ca n be construc ted
with only a fra ctional incre ase in computing re source s.

7. Summary

We have been ca ref ul to design an exper iment that is re plicable by other rese arc her s, at least
in principle. This is why we have constrained ourselves, for the purposes of this repor t, to the
ASCII set, to commer cially-ava ilable fonts, and to a prec isely-spec ified image defe ct model. This
is also the motivation for a number of simplifying statistical assumptions, such as uniform distribu-
tions on symbols and fonts, top-k acc urac y mea sures, and no for given conf usions. We encour age
other rese arc her s to ca rr y out compar able large- scale polyfont trials, using other classifier tech-
nologies.

We can now look back over five year s of exper iments with polyfont classifie rs, using an
essentially stable technology. Starting in 1986 [LB87] with clea nly printed images of ten fonts of
70 symbols, we have progre ssed to over 100 diverse fonts of full ASCII, whose images ar e dis-
torted by a wide ra nge of defe cts. Due to the incre ased difficulty, the critical size threshold has
increa sed fr om 16 pixels/x-height to 19 pixels/x-height. However , three key re sults have re mained
near ly constant:

1. Top-1 acc ura cy, aver aged over all fonts and symbols, rar ely exce eds 97% at any size, unless
either some confusions are for given or a non-uniform distributi on of symbols is imposed.

2. Top-3 acc ura cy exce eds 99.5% on almost all fonts, above the cr itical size.

3. Top-3 acc ura cy, measur ed on isolated char ac ters, predicts top-1 acc urac y achieva ble on
English books using dictionary and punctuation context.

The first re sult appea rs to be inevitable given modern typographical prac tice: there fore we fe el
that claims of ASCII polyfont ac cura cy in exce ss of 97%, to be cr edible, should always be quali-
fied by specifying a minimum text size, a distributio n on the alphabet, and a list of forgiven confu-
sions. The second and third re sults suggest that our technology should be capa ble of extending to
sever al hundreds of fonts with good re sults.

In fac t, we have alre ady exper imented on non-ASCII symbols such as ligatures, digraphs,
diacrits, and mathema tical notation in more than 150 fonts, as well as on sever al non-La tin writing
systems (f or examples, see [Bai90b]) . To date, the technology continues to scale up grac ef ully, in
the way suggested by the exper imental results we have repor ted.
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[Big90] Charles Bigelow, P.O. Box 1299, Menlo Park, CA 94026, July, 1990, persona l commu-
nication.

[Bun90] Ned Bunnell, Adobe Systems, 1585 Charleston Rd, Mountain View, CA 94039, July,
1990, persona l communication.

[Bur90] Elise Burroughs, Amer ican Society of Newspape r Editors, P.O. Box 17004, Washing-
ton, DC, July 1990, persona l communication.

[CMS82] The Chicago Manual of Style, The University of Chicago Press, Chicago, 1982.

[Glu90] Nathan Gluck, Amer ican Institute of Gra phics Arts, 1059 3rd Ave, New York City,
NY, July 1990, per sonal communication.

[KPB87] Kahan, S., T. Pavlidis, and H. S. Baird, ‘‘O n the Recognition of Printed Chara cter s of
any Font or Size,’ ’ IEEE Trans. PAM I, Vol. PAMI- 9, No. 2, Marc h, 1987.

[Knu86] Knuth, D. E., Computer Modern Typeface s, Addison-Wesley, Reading, 1986.

[LBD90] LeCun, Y., B. Boser, J. S. Denker , D. Hender son, R. E. Howar d, W. Hubbard, L. D.
Jacke l, and H. S. Baird, ‘‘Constra ined Neura l Network for Unconstra ined Handwritten
Digit Recognition,’’ Procee dings, Int’l Workshop on Frontiers in Handwriti ng Rec og-
nitio n, Montreal, 2-3 April, 1990.

[LB87] Lam, S. and H. S. Baird, ‘‘ Perf orma nce Testing of Mixed-Font, Var iable-Size Chara c-
ter Recognize rs,’ ’ Procee dings, 5th Scandinavian Conference on Image Analysis,
Stockholm, SWEDEN, June 2-5, 1987.

[La w89] Lawson, A., The Anatomy of a Typeface, Godine (Boston, 1989).

[La w90] Alexander Lawson, 1601 East DelWe bb Blvd, Sun City Center, FL 33573, July 1990,
personal communication; for merly taught at Rochester Institute of Tec hnology.

[Le h90] Bruce Lehner t, Linotype Company, 425 Oser Ave, Hauppauge , NY 11788, July 1990,
personal communication.

[Lin89] Merge nthaler Type Library Handbook, Linotype AG, Eschborn, Ger many, 1989.

[Pro90] Arc hibald Provan, Rochester Institute of Tec hnology, Rochester, NY, October 1990,
personal communication.

[Rom90] Frank J. Romano, Type World Newsletter , P.O. Box 170, Salem, NH 03079, persona l
communication.

[Sch90] John Schappler , P.O. Box 170, Salem, NH 03079, July 1990, persona l communication.

[Sey90] Jonathan Seybold, Seybold Reports, Media, PA, July 1990, per sonal communication.
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[Tyt90] Peter Tytell, Tytell Typewr iter Company, 116 Fulton St, NYC, NY, October 1990, per-
sonal communication.

Appendix I. 20th C. Ame rican Font Usage

In the attempt to identify 100 fonts with the broade st cover age, we have consulted modern
type designers [Big90] [Sch90], commer cial type distributors [Bun90] [Le h90], aca demic histori-
ans of typography [La w90] [Pro90] , associations of book and newspape r publishers [Glu90]
[Bur90], industry watch publications [Sey90] [Rom90], and typewriter identification exper ts
[Tyt90]. They wer e unanimous in the opinion that no car ef ul study of the statistics of 20th C.
Americ an font usage has bee n published. Dr. Alexander Law son, author of Anatomy of a Typeface
[La w89], an authoritative history of typography, told us, ‘‘ the rapid prolifer ation of fonts has over-
whelmed attempts to trac k font usage. ’’

Never theless, by piecing together evidence fr om a variety of source s, it is possible to identify
the most influential typefa ce designs. Lawson organize s his history ar ound thirty typefa ce fa mi-
lies, fr om which we selec ted eighteen body-text fa milies: Basker ville, Bembo, Bodoni, Caledonia,
Caslon, Century Schoolbook, Cheltenham, Futura, Gar amond, Galliard, Goudy, Ionic, Janson,
Optima, Palatino, Sabon, and Times. We complemented these with historically-important varia-
tions: the sans-se rif fac es Avant Gar de, Eurostile, and Helvetica, the newspape r fonts Corona and
Excelsior, and the slab-ser if fonts Tra de Gothic, Rockwell, and Serif a.

Perhaps the most reliable guide to typographical prac tice in 20th C. Amer ican trade pre ss is
the AIGA’ s annual Best Books list [Glu90], published annually 1925-1980: our ana lysis of these
lists suggested the addition of Bookman, Cloist er, Gill Sans, Memphis, Plantin, Spartan, Trump
Mediaeva l, Univers, Weiss, and Zapf Book. Typewr iter fa ces ar e re prese nted by Courier (in two
variations), Typewr iter Pica, Typewr iter Elite, Letter Gothic, Prestige Elite, and Print Out. A few
more serif ed bookfonts wer e suggested by Chuck Bigelow [Big90], Bruce Lehner t [Le h90], and
John Schappler [Sch90] : Aster, Breughel, Clearf ac e, Frutiger, Lea mington, Lucida, Melior, Meri-
dien, Souvenir, Textype, and Walbaum.

A few strongly-rec ommended typefac es wer e unavailable to us in a convenient computer-
legible forma t: Bell*, IBM Bookface , Bulmer*, Centaur*, Cochin*, Electra , Estienne*, Fournier*,
Granjon, Lutetia*, Original Old Style*, Old Style*, Oxford*, Perpe tua, Scotch, Snell, and Stymie.
It would be an interesting exer cise to add all 75 fonts of Donald Knuth’s Computer Modern type-
fac e family [Knu86].

Trunca ting the list at 100 is of cour se somewhat ar bitrary. It would be straightforwa rd to
extend it to about 200, using the source s that we have ref ere nced, afte r which evidence of wide
usage become s re latively spar se.

As discussed in Section 3, we count the Roman and Italic variations within a single ‘‘f ont
family’’ separ ately, as though they wer e distinct fonts. Modera te varia tions in weight (light/bol d)
and width (c ompresse d/expanded) are re prese nted through the eff ects of the image defe ct model.
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Appendix II. The 100 Fonts Used in the Trials

These ar e Tra demar ks of Linotype AG [Lin89], unless shown otherwise in square bra ckets.

A s t er R o m a n
A s t er I t a li c
Avant Garde Book Roman [ITC]
Avant Garde Book Oblique [ITC]
B embo R o ma n
B e m b o It a l i c
Bod on i R oma n
Bod on i I t a lic
B o o k m a n Li g h t R o m a n [ IT C ]
B o o k m a n Li g h t It a l i c [IT C ]
Br e u g h e l Ro m a n
Br eu gh el It a lic
C ale d on ia Rom an
C a led on ia I t a lic
Ca s lo n O ld F a c e # 2 Ro ma n
Cas lo n Old F ac e # 2 I talic
Ch e lt e n h a m Ro m a n
C h e lte n h a m I ta lic
C lear f ace R egu lar R om an [IT C ]
C lea r fa ce Regu la r I t a lic [ I TC ]
C lo ist er R o m an
C lois t er I t a lic
C o r o n a R o m a n [A d o b e ]
C o r o n a I t a l i c [ A d o b e ]
C o u r i e r 1 0 R o m a n [ B i t s t r e a m ]
C o u r i e r Tw e l v e [ M o n o t y p e ]
E u r o s t i l e R o m a n
E u r o s t i l e I t a l i c
E x c e l s i o r R o m a n [A d o b e ]
E x c e l s i o r I t a l i c [A d o b e ]
F r u t ig e r # 5 5 R o m a n
F r u t ig e r # 5 6 I t a lic
F ut ura B o o k R o m a n
F ut ura B o o k I t a l i c
G a l l i a r d R oma n [I T C ]
G a lli a r d I t a li c [ I T C ]
G ar am o n d # 3 R o m an
G a r a m on d # 3 I t a lic
Gi l l S a n s R o m a n
G i l l S a n s I ta l i c
G oudy O ld St y le Roman
G o ud y O l d S ty l e Ital i c
Helvetica Roman
Helvetica Italic
I o n i c R o m a n [ M o n o t y p e ]
I o n i c I t a l i c [M o n o t y p e ]
J an s o n T e x t R o m an [A d o b e ]
J a ns o n T e x t I t a l ic [ A d o b e ]
Lea m in gton Rom a n
L ea m in gt on I t a lic

Le t t e r G o t h i c R o m a n [ A d o b e ]
Le t t e r G o t h i c S l a n t e d [ A d o b e ]
L u c i d a Ro m a n [Ad o b e ]
L u c i d a It a l i c [A d o b e ]
M e l i o r Ro m a n
Me l i o r It a l i c
Me m p h i s Me d i u m Ro m a n
Me m p h i s Me d i u m It a l i c
M e r id ie n Ro m a n
M e r idie n Ita lic
N ew B as k er v i l l e R oma n [ I T C ]
N e w B a s k e r v i l l e I t al i c [I T C ]
New Century Schoolbook Roman
New Centu ry Schoolbook Italic
O p tim a R o m a n
O p tim a I ta lic
Palatino Roman
Palatino Italic
P la n t in L igh t R om a n
P l a ntin L ig ht I t a l ic
Pre sti ge Eli te Rom an
P r e s t i g e El i t e I t a l i c
P r i n t O u t R o m a n
R o c k w e ll L ig h t R o m a n
R o c k w e ll L ig h t I ta lic
S a b o n R o m a n
S a b o n I t a lic
Se r ifa Ro m a n
Se r ifa It a lic
S o u v e n i r M e d i um R o m a n [ I T C ]
S o u ve n ir Me d iu m I t a lic [ I T C ]
S p a rta n B ook R om a n
S pa rta n B ook I ta l i c
T e x t y p e R o m a n
T e x t yp e I t a li c
Times Roman
Times Italic
T ra d e G ot h ic Rom a n
T r u m p M e d i a e v a l R o m a n
T r u m p M e d i a e v a l I t a l i c
Ty p e w r i t e r El i t e [ M o n o t y p e ]
Ty p e w r i t e r P i c a [ B i t s t r e a m ]
U n iv e r s # 5 5 Ro m a n
U n iv e r s # 5 6 I t a lic
W a l b a u m Ro m a n
Wa l b a u m I t a l i c
W eis s R oma n
We i s s I t a l i c
Za p f B o o k L igh t R o m a n [ I TC ]
Za p f B o o k L igh t It a lic [ ITC ]
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Appendix III . Results by Font

List top-1, top-2, top-3 acc urac y for eac h
font, together with ten worst symbols.
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Appendix IV. Generalizat ion and Compre s-
sion

Discuss gener alization and compre ssion as a
function of the number of fonts.
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Appendix V. Results on Entire Books

Summarize err ors on complete printed books.
College, Twain, etc.

Page 13


