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Abstract

We describe an approach to unsupervised high-accuracygration of the textual contents of an entire book using fully
automatic mutual-entropy-based model adaptation. Gineagies of all the pages of a book together with approximate mod
els of image formatione(.g. a character-image classifier) and linguistios.§. a word-occurrence probability model), we
detect evidence for disagreements between the two modafsabyzing the mutual entropy between two kinds of probigbili
distributions: (1) thea posteriorprobabilities of character classes (the recognition rés@om image classification alone),
and (2) thea posterioriprobabilities of word classes (the recognition resultsnfrimage classification combined with lin-
guistic constraints). The most serious of these disagratsrage identified as candidates for automatic correctianstie
or the other of the models. We describe a formal informatteoretic framework for detecting model disagreement and f
proposing corrections. We illustrate this approach on a Briest case selected from real book-image data. This reveal
that a sequence of automatic model corrections can drivedagments in both models, and can achieve a lower recognitio
error rate. The importance of considering the contents efunole book is motivated by a series of studies, over the last
decade, showing that isogeny can be exploited to achiewgendsed improvements in recognition accuracy.

Keywords: document image recognition, book recognition, isogengpéide classification, anytime algorithms, model adaptati
mutual entropy

1. INTRODUCTION

Millions of books are being scanned cover—to—cover and éselting page images, together with the results of autenwttical
character recognition, are being made available on the'WeBhe accuracy of the present generation of OCR systems vaiitsdy
from book to book. When, for a particular book, state-of-the-art OCR accuiadpw, a user’s only recourse is tedious and expensive
manual correction. Thus there is a growing need for impravethods fomwhole-bookrecognition, which accept as input the images of
the book’s pages and an initial transcription, along withcgiehary that might be incomplete, and then proceed to awpthe quality of
the transcription on both iconic models and the linguistadeds (dictionary).

We are investigating fully automatic methods for wholedowecognition. Research over the last decade has shown dhatize
classifiers can sometimes improve accuracy substantiatyout human interventiof. Tao Hong showed that within a book, strong
“visual” (image-based, iconic) constraints support awtbmpost-processing that reduces error. This appears doddéargely to the fact
that many documents (and, especially, books) are strikiisgigenousthat is, each particular document contains only a smaketbf
all the typefaces, languages, topics, layout styles, intagaities, and other variabilities that can and do occurangé collections of
documents and booRé.Now it is well known that if models of the specific faces, laagas, etc that occur in the book were known, even
if only approximately, a strategy of optimizing recogpnitiintly across all the models can dramatically improveuaacy? "** Motivated



by these recent technical developments, we are now inegistigtechniques for locating significant disagreementséen models—here,
iconic and linguistic models—and interpreting these disagreements as evidengmtential corrections of one or the other of the two
models so that, when the updated models are reapplied trperécognition, a lower overall error rate results.

In a long, highly isogenous book, we expect that identicak{milar) character images will occur multiple times, ahé same word
will also occur many times; these events are independenh®famother to a considerable degree. By examining all theraawces of
character images in the book and measuring the (to speairiafly) ‘consistency’ of each with its linguistic contexte can estimate the
‘fitness’ of the iconic model for that character image. Sarlil, by summing up ‘consistency’ scores for a word acrosstitire book, we
can estimate the ‘fitness’ of the linguistic model for thatr@idSection 2 will make these informal intuitions precise.

We propose a mutual-entropy-based function to evaluatgiements between iconic and linguistic models. This smypkesible an
automatic model-adaptation technique that consists ofdf@ving four steps: (a) identifying the characters or therds where the two
models strongly disagree; (b) interpreting this disagr@nas evidence for corrections to one or the other of the mp{® applying
corrections to the models; and (d) reapplying the updatedietisdor (one hopes) improved recognition results.

We illustrate one such algorithm using a small test casegusial book-image data.

2. FORMAL FRAMEWORK
2.1 Probabilistic Models

In our framework, two different kinds of models are requirad iconic model and a linguistic model. We impose four ctiads on
iconic models:

1. The iconic model, when applied to recognition, must cot@puposterioriprobabilities for all the character classes. (Of course,
many such models are knovinwe’ll give details of our choice later.)

2. We expect that, in general, any given iconic model may lgemfect; however, we want it to be good enough to allow ourualut
entropy-based methodology to identify model contradietiand eliminate them. (We do not yet know exactly how aceuttz
model needs to be for this to happen reliably.)

3. Also, the iconic model should be static: that is, idedtatzaracter images should be assigned identical classésthétsame
probabilities.

4. Aniconic model should be continuous in some image mefcs: that is, it should give similar results on samples whosgges
are nearby one another under the metric. One example of smetriz is Hamming distance, but of course many others areskno
Associated with this continuity assumption is the requieatrthat if one sample changes égosteriori probability distribution
among the classes, then image samples in its neighborhaaddsalso be affected similarly. (We do not yet know how best t
enforce these requirements.)

For a linguistic model, we expect to be given a lexicon (aidietry containing valid words). The lexicon should coverstnwords
appearing in the testing images, but may be incomplete. ¥ eatpect probabilities of occurrence to be assigned to wacth in the
lexicon: we can of course infer such statistics from a givenpgs.

2.2 Independence Assumptions and Word Recognition
Now let X denote a sequence Bfobservations of character imagesd. a word), and lefS denote the true classes of these characters
(in communication-theory terms, it is the inner state segaehat generatex):

X:(xhx%"'73:T)'S:(517527"'75T) (1)

wherez; are character images, apgare symbols of an alphabet. We adopt the following indepecel@ssumption, that eachis solely
determined by its associateg

P(zilsi, F) = P(wi|s;) 2

WhereF = (Y,K),Y C X — {z;} andK C S — {s;}. This assumption is similar to the one chosen by Kopec andi@hsheir
Document Image Decoding thedty.

Thelinguistic models P(S), the prior probability of occurrence of any wofd



Our independence assumption implies that

T T
P(X|S) :P(x1?x2a e 7IT|817823 e 7ST) = H P(xi|xi*17 crr L1, 81,82, 7ST) = H P(l'7,|87,) (3)
i=1 =1
By elementary definitions,
P(JJ1,1‘2,~" ,l'T): Z [P(J,'1JJ2"'J?T|8182“~ST)~P(8182~~~8T)]
(s182 -+ s7)
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= Z HP(J,’7,|S7,) -P(s182--s7)| =+ HP(%) 4
(5159 - - s7) Li=t i=1
where
X P(s182---sT)
o= Z HP(Ssz) # (5)
(s182---s7) | =1 HP(Si)
=1

Ouriconic modelwhich provides posterior probabilities for all the clagsis denoted by the functioR (s|z) for all symbolss and all
character images. So we can derivé’(S|X), the result of word recognition informed by both the iconicidinguistic models:

T
[ Pilsy| - P(S) - -
P(S, X bl 1 P(S 1 P(S
a-[] P =t [T PG =t [T PG
i=1 i=1 i=1
2.3 Mutual Entropy Model On Word Recognition
Themutual entropyM (P, P") between the distributionB(S|X ) and P'(S|X) is defined as:
M(P,P')==>"P-logP' (7)
S

which measures the difference or “disagreement” betweetwvtb distributionsP(S|X) and P’'(S|X), whereP(S|X) is thea posterior
probability distribution of the character stritsggiven the image of the whole work, andP’ (S|1X) = P(s1|z1)-P(s2|z2)-- - --P(stlxr)
is the distribution of the character string assuming thatetis no linguistic constraints or the distributions ofiundual characters are
independent with each other.

The M has an attribute: the more the distributiBrand P’ differs from each other, the greater the(P, P') will be. Also, M can be
further decomposed into the character-level disagreemeasurements as follows:

T
M ==>"%"P(s:i|X)log P(si|:) (8)
i=1 s;
= > M (si]X, si|zs) 9)
1

T
Where
]\4(87;|)(7 Sz|3,’7,) = —ZP(81|X) IOgP(S7;|.Z‘i) (10)

i



Which measures the disagreement on individual charagteknd P(s;|X) is the marginal probability.

P(si|X) = > P(S|X) (12)

84,70

If the iconic output “agrees” with the linguistic model, theo distributions should be close to each other, resultmg smallerM;
otherwise, the linguistic informatioR (S) will make P(S|X) quite different from the iconic outpu®(si|x1) - P(s2|z2) - - P(sr|zT).
As a result, mutual entropy measures the disagreement éetilve iconic and linguistic models. If the iconic modelsegbut the correct
answer but there is no corresponding entry in the dictiqrthgn the disagreement between the two model should bewtgbh results
in a high value onM for that word.

M (si]X, s;|x;) indicates disagreements between @hgosterioriprobability and the iconic probability for an individual afacter in
the word. The disagreement for one character can be intetpas a measure of the urgency of changing one model or the tnhorder
to change the iconic model, we can modify thés;|z;) for that character’'s image. In order to change the linguisibdel, we can modify
the P(S) for some word 5.

As a result, we have three different kinds of measurements:

1. The character-scale mutual entraly(s;|X, s;|z;): this measures the model disagreements in regard to a spehafiacter. It can
indicate the urgency of changing the iconic model for thatrahter.

2. The word-scale mutual entropyt measures the model disagreements in regard to a particatdr W can indicate the urgency of
changing the linguistic model for that word.

3. The overall mutual entropy of the whole passageM: this measures the overall disagreements of the iconic hawaklinguistic
model overall. We choose to use this as the objective fum¢tiarive improvements of both models.

So far, we've defined different measurements that operateed different scales: character-scale, word-scalepasdage-scale. Do
they have any relationship to the recognition rate? We atigatthe overall mutual-entropy measurements (on theeeptissage) are
correlated with recognition rates.

1. If recognition performance is high, we expect small olefsagreemend M. This is easy to understand: if character recog-
nition is poor, either the iconic model has many errors, erltmguage model is incomplete: highly probably, they hast@ng
disagreement.

2. Within a word, if M is high, there are two possibilities: one, the word to be gaczed may not in the dictionary; or, two, the word
may contain incorrectly recognized characters due to astimate iconic model.

3. For a single character, ¥/ (s;| X, s;|x;) is high, there are two possibilities: one, the iconic modekiong on this character; or,
two, the language model may be incomplete.

Our strategy is to minimize these disagreements througlo@eps of model adaptation: that is, applying a sequencergatmns to
both models. However, changing the models is not always $afact, changes can sometimes lead to unrecoverablese@ansider a
extreme situation in which the language mo#IS) is the uniform distribution or$, and the iconic models assign the top candidate with
probability 1. Then, all the disagreement measurements are zero, butghk is not necessarily correct, and we are not able to corre
errors because we detect no disagreements. As a resultpwlel sthange models conservatively.

Based on this principle, we may utilize the disagreementsunregnents to discover model disagreements and fix them touaphe
recognition result. In the following section, we use ansthative experiment to show an example process.

3. ALGORITHM DESIGN

In this section, we define both the iconic model and the listizimodel and describe the model-adaptation algorithm.

The criteria for designing the iconic model are: first, it slibproduce the probability(s;|z;); second, the character classifier for
the iconic model should not be intrinsically complex, omfréhe perspective of statistical learning theory, the digs's VC dimension
should be low. This implies that, if a change to the iconic piaffects one character image, it should impact all siniiteages; that is,
changes to the iconic model should propagate to similar @nag



In our experiment, the iconic model is initialized by firss@ming to every isolated character image the class giveahd{CR result
(right or wrong). Then we choose, for each character clgsssingle character image to act as its temglaten a minimum-Hamming-
distance classifier. under Hamming distance, we assign lesteln, given a testing character imafiewe use this Hamming distance to
calculate the confidence value of each codef, ; = hamming(I,Ts), and then we calculate th(s|z) by the formula:

P(slz)=p8-e~ " conf,,r (12)

Whereg is the normalization factor:
1
f=————— (13)

Z Pt conf

E]

This defines the behavior of the iconic model.

Now we say how we make changes to the iconic model. If the ecoridel and linguistic model have high disagreement on oae ch
acter, i.e.M (s;| X, s;|x;) is high, we can change the distributiét{s;|x;) to more closely fitP(s;|X) and so to loweM (s;| X, s;|x;).
We change the template of the top cagg,, in P(s;|X) (P(si = cmaz|X) > P(si = ¢|X)) to the image of;, in order to increase
the ranking of the code,... in the distribution ofP(s;|x;). For example, if we want a character’s top candidate coddéamge from
“b” to “h”, we may change “h” 's template to this charactersage. This increases the probability of the candidate “httits character,
meanwhile lower down the ranking of “b” in the candidate &i§the modified iconic model.

The linguistic model is a set of probability functions rekdto different lengths of words?*(S*), P?(S?), P?(S?), - - -, whereP*(S")
represents the language model with word lengtkor eachS = {s1s2---sr} in the dictionary,P(S) has a non-zero value. For each
S = {s152--- s} thatis not in the dictionaryP(S) equals zero. For example, the word “entry” should have azesn-value inP?(S°):
P5(S% = entry) # 0. The lingistic model is initiatized, in this experiment, hyding an entry for each word in the training passage
shown in Figure 1(b), and assigning them equal probatsilitie

Changing the language model means changing the funétigs’) by adding or deleting one word ent§/ in the dictionary. We
immediately recompute probabilities to ensurefl(.S*) are equal.

Thus model-adaptation algorithm is as follows: First, gdime initial models, we recognize the entire test image (fdssage of one
text-line in Figure 1(a)), and calculale M, M and M (s;|X, si|z;). We select a list of characters whose similar characterdefun
Hamming distance) have a larger summatidr(s;| X, s;|z;), that is,

Me(x:) = > M (s|X, s|z) (14)

distance(z,z;)<d

Intuitively, the greatetM.x;, the more reduction iy M if the model disagreements are resolved successfully. Thasacters with
greaterM.x; should be dealt with before the smaller ones. Among thosexcteas whosé/.x; are ranked higher, we choose the one that
can drive the) - M down most by replacing the corresponding template in theainoih its own image. When no characters are able to
lower >~ M any further, we then switch to making changes to the lingurabdel.

We define the normalized disagreememt/T" to be the word-scale disagreemeht divided by the word lengtlT’; this allows
comparisons between words of different lengths. We find tbghwthat with the maximalM /T" and add the first candidate iconic output
of that word as a new entry to the dictionary—unless, of aauitse entry already exists in the dictionary. In order to entide algorithm
stable, we add a null word for each character class as a smgd#ctor. Null words are those whose characters are alkéimee,e.g.
“aaa”, “bbb”, “eeeeee”, “11111111", etc.

4. EXPERIMENTAL DESIGN

We have conducted a test on real book-image data, in orddustrate our model-adaptation algorithm in detail. Wesshbook-
images from Volume 0000, page 28, of a Google Book SearchsB&tarovided by Google, Inc. From this page, we chose: (a) thirty
textlines to serve as the training set for the iconic modgldqfthese are shown in Figure 1(a)); (b) five textlines toseeas the training set
for the linguistic model (the resulting text shown in Figdi®)); and (c) a single text-line to serve as the test seuf€id(c)). The iconic
model is trained as follows: the OCR output, which is sometimistaken, is nevertheless assumed to be the groundatheth training
the iconic model: thus the iconic model, in its initial stageimperfect. The linguistic model was trained as followse chosen OCRed
text was corrected manually, and then a single error wasdotred: the word “the” was removed.

This test, though small and in some ways artificial, nevée®ehas characteristics of a real whole-book recognitisk:tthe font
is consistent; many characters appear multiple times; sointbe words in the test set may not be found in the dictionary the
consequences of inaccuracies in the models occur muliipéstin the test see(g.the word “the” occurs three times).

*These may be extracted from hO€fRes provided by Google.



allotted to them for that purpose. This last elymology 1 believe
myeell 10 be the correct one.

* The most of the peopls in Barra and Soath Uist are Roman
Catholica, can neither read nor write, and hardly know any
Eonglish. From these circumstances it is exiremecly improbable
that they bave borrowed much from the literatnre of other

(a) Partof Training Set for Iconic Model

unities Duringrecilalion of these tale emolions of[the] reciters are
occasionally very strongly excited and so also are those of [the]listeners
almost shedding tears at one time and giving way to loud laughter at another
A good many of them firmly believe in allexlravagance of these stories

(b) Complete Text Corpus for the Linguistic Model (Excluding all the word "the")

anities Dnnng the reclut:on of these tslc tbe emotnonn ol‘ the

(¢) Complete Testing Image and Pre-Segmented Character Images

Figure 1. The configuration for our test. (a) Part of the train ing image for the iconic model. (b) The
text corpus for building the dictionary. (c) The image that i s to be tested on.

In the first stage, the iconic outputs are erroneous. By tbiodiary defined in Figure 1, we can obtain a fairly good wachgnition
result. However, for all the “the” words, the recognitiorsu#ts are wrong because there is no “the” entry in the dietiptisee Figure 2).
At this stage)) " M is 101.22.

In the second stage, we choose the character 1 (t")of wofth®() to change the iconic model because it has the largéstr) in
stage 1, and it can achieve a befférM as 101.06, which is smaller than the first stage 101.22.

In the third stage, we first try the character 1 ('t") of word“8h€”) to change the model since it has the largest(x). However, the
> M it achieved is 112.74, larger than that of the previous stageve should not apply model change on this character. Taecter
with the second largest/.(z) is character 7 ('t") of word 4(“recitation”), th® " M after applying iconic model changing on that character
is still larger than previous stage (101.31), so we do nobshat either. Similarly, the character with the third lssg#/.(x) still leads
to a higher)_ M. The character with the fourth largesf. (x), character 3 (“3”) of word 8 (“tb3”), however, gets a lowg} M, 97.19.
Therefore we choose this character for the model changitigreat this stage.

We follow the same routines, and do twenty-four stages aficcanodel changing in total, until we can not find any chanaetith
which the iconic model changing leads to a loWyerM. In this stage, the recognition status is shown in Figure 3.

Since we cannot move any further by changing the iconic madelswitch to change the linguistic model. By examining tig/T’
measurements shown in Figure 3, we identify the word 3 “tkeftith the greatesM /7. We further identify that word 8 and word 11 are
“close” to word 3 since the top three candidates of charaatBword 8 and 11 contains ‘t',’h’,’e’ separately. So we findlaster of words
that has similar iconic outputs. The sum.t/T of this cluster is 9.84, higher than 3.99, the largest icalisagreemend/ (s| X, s|x)(
from character 2 of word 8). So we start to change the linguisbdel based on word 3. In word 3, 8 and 11, the candidatdweafttaracter
classes with the highest rankings are ‘t'’h’ and ‘e’. We dine them and make a new entry “the”, then insert it into tleiaiary. Since
in the dictionary, there is no “the”, so the insertion suctsedVith the new linguistic model, the, M drops from 72.26 to 57. 23. And the
word recognition results (first word candidate of each waondge)are “unities During the recitation of these tale the emotionghod”.
(See figure 4)
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anities Dnnng the reclt.a.tmn of these tale the emotlonn ol' the

uaitija DnTing th3 T3citati3dn 3ftbh3sl talc th3 3m3tiona of th3

oulTlae Uurl3d3s rns redITsTInd nl rhnen rsid rhs ex sTlnus 3l rbec
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unities During 333 recitation of 33333 tale 333 emotions of eee

dddaaaa nnnnnn epg EREEEEEERE at nnnnn EEEE [-1.1.] 33333333 at rrr

eggpeeg 333333 111 EEEEEEELEE 3] eeepp 20000 5Eg apgpaapp ee cee
{a) The Top Candidate Classifier Qutput with Word Recognition Results

I.lllll |.-.l| lll lll-lllll . | Ill-l .01 1 l|c|l-lo II Ill
(b) The Differences Between the Probabilities of the Tep and Second Candidates {In Log)

ilendh N ERER “l (hitelanl ““lll 1l ”l l.baonal lllll
{c) The Disagreement on Each Character M (3| X, 8|z)

atal  Lale. il I|-|II|I| l l"l ‘lll |I| |.l||u| " |II

Figure 2. The recognition result in stage 1. The total disagr
(a) The iconic model's output are listed, with the top three ¢
three candidate words. (b) The more difference between the p
candidates, the more confident the top choice is. So from this

are recognized with high confidence, like 'D’,
that are recognized with higher confidence usually have lowe
confidence to select the word recognition result, so that the
projected on those characters are closer to their image clas
't's have the higher M. (x) than other characters, with the first character of word 7 havi

M.(x).

(d) The Total Disagreements in the Neighbourhood of Each Character M. (x )

eement > M is 101.22 in this stage.
andidate character classes and top
robabilities of the top and second
graph, we can learn several characters
) Comparing to (b), the characters
r M(s|X, s|x) because they have more
word a posterioriprobability distributions
sification distributions. (d) The character
ng the greatest

‘g and 'm’. (c



anities Dauring the recitation of these tale the emotions of the

unitids D nring the recitation of these talc the emotiens of th3
eulTlee UoTrlid3a Thbad T3 elTsTllee et rb3ep Tsie rbs ox ell3doe eirbec
A3rvled B uvton rns vs3trelt3o nl Tnoald rels xco Arsiredd Al ike
N\ / \ /N 1N VAR YA 2N 2N N 2NN 7
unities During 333 recitation of these tale ES5E emotions of cx
egegee nnnnnn eee EEEECEEEEE at those 55EE 333 32333223 ff 332
33333 333333 555 333333337 ee 33332 it eee eeeeeeee ee rrr

{a) The Top Candidate Classifier Output with Word Recognition Results

(b) The Differences Between the Probabilities of the Top and Second Candidates [In Log)

{c] The Disagreement on Each Character M (s;|X, 5:|z:)

1.25 081 (3 084 086 086 1.08 108 085329

[{d) The Measurement A /T, [Disagreement Per Character) for Each Werd

Figure 3. The recognition status of the last stage for iconic model changing. In this stage, the total
disagreement > M is 72.26. (a) For most characters, the iconic model gives the correct answer. (b)
The difference between the probabilities of the top and seco nd candidates indicates the recognition
confidence. From the graph, we know that for most characters, the recognition confidence increases,
which suggests a better iconic model. (c)The disagreements are now concentrated on the word “the”,
which is not in the dictionary. (d) Underthe = M /T measurements, the word “the”s, which have higher
M/T, are easily distinguished from other words.
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anities Dauring the recitation of these tale the emotions of the
unitias D nring the recitation of these talc the emotiens efth3
eulllee UoTlda Tbd T3ellsTlee et rbleo Tsie rbs ox ellJdoe eirbec
33rvleld B uvten rns vs3dtrelt3do nl Tnoad rels xco dArsirodd Alike
\ / N N N VAAWA 2N 72N 2N 2NN/
unities During the recitation of these tale the emotions  of the
eeeeee nannnn 333 SESEESEESE at  those 5555 EEE 33333333 ff EEE
333233 333333 ee 3333333333 ee 3333 tHtt 333 eeeceeee Ee 333

{a) The Top Candidate Classifier Qutput with Word Recognition Results

0l hene 0 et v b o o il
(8] The Individual Character Disagreements M (8| X, s|x)

{¢) The Measurement M /T ([Disagreement Per Character) for Each Word

Figure 4. The recognition status of the linguistic model cha nging. (&) Three “the” have been correctly
recognized. (b) M (s|X, s|x) for each character. (c) M /T for each word. The graphs of (b) and (c) are
in the same scale.

After this stage, we try to select other words to try changheglinguistic model. However, we find that after do a clusggand sum
the M /T in the cluster of that word, none of them are able to exceedhtteshold (in our algorithm, the highest character disement
M (s| X, s|z) in the text). As a result, the whole process terminates.

So far, we have run an algorithm that terminates succegsiuith a very remarkable improvements for both iconic amdjliistic
models. The iconic model gives higher character clasdificatite, and the linguistic model finds its missing entrye®th Also, the
recognition rate for the whole process on the test imagedwg® (in this case, one hundred percent accurate). Fromrttat example,
we illustrate the basic principle of the process in whichrthgual entropy measurements help to improve the modelsei@iynspeaking,
the mutual entropy measurements identify the charactevets that are with high model disagreements, and thenaesthe soundness
of various temptations to change the models, based on whiataw select the best one to make the changing.

5. DISCUSSION AND FUTURE WORK

The small test case on real image data described hereaflestone way in which mutual-entropy-based measures caffieloive in
identifying and ranking disagreements between linguistid iconic models. Further, our framework motivates petidor deciding, fully
automatically, which corrections to the models should tariagle in order to drive the recognition system towards lowear eates. The
particular method we chose for this text case is greedy andomeot yet possess a proof that it will converge to a globalimar of
system performance.

There are reasons to believe that isogeny is more effeatiwiiving recognition as the passage to be recognize lengifieThus
whole-book recognition is an attractive application fdsthpproach.

In the future, we may go into following ways:

1. Scaling up our experiments: when the scale goes up, we wiayenable to do a complefg’ M in each stage because of the
computation cost. We may consider some approximate coniuahmethods to calculafe, M more quickly.
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Develop the iconic models. The single-template iconidehanay be too simple to fit the large scale experiment. Howehe
more templates each character has, the harder to optinezaddel. We may design some automatic adaptation approduidto
the best number of templates for each character.

3. In our experiment, we assume that the words of the saméhlérage equal probabilities. In the future we may calculageword
probabilities in the linguistic model based on the statssiin the corpus .

4. Try and compare various policies for changing the modete disagreement measurements only provides a framewutkhare
are various ways to implement a mutual-entropy-based alaptation system.

5. Try to incorporate segmentation model into our framework
6. Try to apply as few model changes as possible to achieveémabreduction in overall disagreemeni M.
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