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ABSTRACT

Understanding query intent is essential to generatingcgypiate
rankings for users. Existing methods have provided custedni
rankings to answer queries with different intent. Whilevives
methods have shown improvement over their non-discrinmgat
counterparts, the web authors’ intent when creating a lippes
seldom taken into consideration. To mitigate this gap, we-ca
gorize hyperlinks into two types that are reasonably coatgar

to query intent, i.e., links describing the target pageéntity and
links describing the target page’s content. We argue thahesis

on one type of link when ranking documents can benefit the re-
trieval for that type of query. We start by presenting a lintent
classification approach based on the link context reprasens
that captures evidence from anchors, target pages, andadssi-
ciated links, and then introduce our enhanced retrievalahtht
incorporates link intent into the estimation of anchor tewpor-
tance. Comparative experiments on two large scale web @rpo
demonstrate the efficacy of our approaches.

Categories and Subject Descriptors

H.3.3 [Information Storage and Retrieval]: Information Search
and Retrieval

General Terms
Algorithms, Performance

Keywords

Link intent, Query intent, Kronecker product, Anchor texgrm
weighting

INTRODUCTION

Search engine users issue queries with a variety of infoomat
needs, or intents. Some queries are targeted at findinglarti
web sites, while others are used to find generic informathmua
certain topics. Some are issued to retrieve particulaminéion
that users have seen before, while some aim to explore newikno
edge. Extensive work has been conducted to model, charagter
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and understand such intents. One popular classificatiomuerfyq
intent was proposed by Broder [3] in which queries are dizsbi
into three categories: informational, navigational, aadsactional
and are defined as follows (in Broder’s original wording):

e Navigational. The immediate intent is to reach a particular
site.

e Informational. The intent is to acquire some information as
sumed to be present on one or more web pages.

e Transactional. The intent is to perform some web-mediated
activity.

A branch of research followed this classification schemer& p
dict user intent behind a query, and then utilize ranking emthat
can generate appropriate rankings for users. Such mettaas h
shown improvement over their counterparts which do notrifise
nate query intent. However, most existing approaches haeast
two limitations. First, they use hyperlinks and associaadhor
text without differentiation. We argue that people creatednlinks
with different intents; therefore, such intent should bleetainto
consideration in these discriminative ranking approacBezond,
they only predict query intent based on the query itself. Ehav,
a query does not exist independently. It is connected withréh
trieved documents, and with hyperlinks that are perhapdeaelto
the query and the documents. Therefore, it is natural tectliely
model the “intent” of different objects (queries, docunssrand
links) by utilizing their interconnections.

Given a web page, each of the hyperlinks that point to it is
associated with an anchor text. As a preliminary step, we-cat
gorize hyperlinks into two types according to their intefinks
that are created to describe the target page’s identitgrfed to
as “navigational links”), and links created to describe tamget
page’s content (referred to as “informational links”). Fo@m-
ple, a link pointing toht t p: / / www. pandor a. coni with the
anchor text “Pandora” is considered a navigational linlkcsithe
anchor text is the proper name of that particular internetionser-
vice. A link with the same anchor text pointing to the Wikipeed
page abouPandorg the woman in Greek mythology, should be
an informational link. Although the two classes of links et
be mutually exclusive, there can be links that are a mixtudre o
both. Still using the previous example where the target page
http://ww. pandor a. coni, if the anchor text is “Pandora,
the internet radio”, then it is partly a navigational linkdgpartly an
informational link. In our work, we will consider every lirtk be a
soft combination of both, with the probability of being ngational
and being informational sum to one.

Similarly to our classification of hyperlinks, we consideelw
documents as having the properties of attracting each tyfpeko
Like hyperlinks, web pages can be a mixture of both. Notelib#t



the link types and web document types we propose corresmond t

the two primary query intent types: navigational and infational. Table 1: Analysis of “Neither of above” answers.

P L . ! . Type #. of resp. | Frac.
Therefore, it is intuitive tq emphaglze dlﬁerent types iok$ gnd Irzlfr(;rmational TS =7 p 5510
documents when generating rankings for different typesiefigs. Navigational links 6 4.5%

In addition, such a correspondence makes it easier to mbdel t Anchors not describing target pages 38 28.8%
interactions among the query, links and web documents. Others 14 10.6%

Our work is conducted in two steps: first classify links inte t
two classes we proposed; then use the link intent classificee-
sults to generate better rankings. For link intent classific, we would point to; and (Q3) treating givenanchor text as a query
use a customized approach based on the Kronecker prodwed-of f  for commercial search engines, what type of search resdtexa
ture spaces that is capable of capturing the hidden intaemtions pected. Our subjects are composed of 160 workers from Amazon
between anchors and documents. We also include evidente fro Mechanical Turk. Each subject is required to answer all three
the link itself. Specifically, our evidence comes from thseerces: questions within one survey, and if legitimate through oanoral
(1) the anchor text string, from which popularity-basedess are check, she would get paid $0.3. Our objects are one anchar-UR
derived from statistics among associated target pagetd2arget pair per survey. We prepared the objects by (1) first randsely
pages pointed to by the anchors; and (3) the hyperlinks atimge lecting around 800 anchor-URL pairs from WebBase [4, 11§ (se
the anchors and targets. Given link intent classificaticultewe Section 5.1 for details), and then (2) performing a manuakkh
enhance retrieval models by incorporating it into the estiom of that filters out the unavailable links, resulting in 543 wbdihks.

anchor text importance, to demonstrate its impact on welelsea  There are 502 valid survey answers returned finally.
To the best of our knowledge, this is the first attempt to make a For Question 1, a majority of users chose a clear “infornmetiid
analogy of link intent with query intehtand incorporate this con-  or “navigational” answer. However, it is interesting to ¢eat 132

cept into retrieval models in a principled way. Experimeois (26% of all valid answers) chose “Neither of above”. We fertin-
two large scale web collections show our enhanced retriaaalel vestigated the text answers we collected for this questéfound
achieves significant improvement over existing approachidse that some users clicked the “Neither of above” choice by akist
contributions of this work include: they knew the link should be informational or navigationialit

o o clicked “Neither of above” unintentionally. Or, they areopably
e \We propose a classification scheme on link intent that bene- not aware that the link is informational or navigationalt from

fits ranking performance, and investigate its rationalitje the text answer, we can tell that their understanding ofettiks
are not aware of any work by others on categorizing links by fits our definition. Example answers of the above case inclade
web authors’ intent for retrieval improvements. brief description of the given list”, “yes it explains abdhe web-

e We propose a feature-based model that exploits evidence site”, “The name of the website is X" (where x matches the anch
from anchors, target documents, and hyperlinks to reptesen text). Considering the above factors, we found that more @026
the context of a link. It effectively categorizes hyperbnk  of the 132 “Neither of above” actually belong to informatibror
into our proposed scheme. navigational links (56.1% and 4.5% respectively, as shawai-

e We enhance anchor-based retrieval models by incorporating P€ 1). In another 28.8%, “Neither of above” is chosen is beea
link intent classification results into the estimation otlaor the anchor text is irrelevant to the target page. For the iring
text importance, and show its efficacy on ranking through 10.6%, we could not get a clear reason why that choice is made.

thorough experiments. The statistics are shown in Table 1.
In summary, the results of this user survey verify our imbuit
The rest of this paper is organized as follows. We motivaie th  that users can reasonably apply one of the two rationalesawe h
work and define the link intent classification problem in 8ete; provided for link intent in most cases.

introduce our problem approach for link intent classificatin Sec- . . .
tion 3; present how we incorporate link intent into retriewethods 22 A MOtlvatlng Example on Ranklng

in Section 4; and report experimental results in Sectior® &nd The user study supports our intuition about link intent wihl
7. We review previous work in Section 8 and conclude our work i users’ opinion. To explore the necessity of incorporatinlgintent
Section 9. into web search, we illustrate one example with two web payes
response to the quepandora musicas shown in Figure 1.
2 RATIONALITY OF LINK INTENT As mentioned in Section lpandora musids a navigation_al
) i ) i ) ) ) query, whose perfect answer is the home pagpasfdora music
In this section, we investigate the rationality of link inteon http: // wwmv. pandor a. cont , i.e., pageA in Figure 1. Sup-
two aspects: (1) whether it is rational to categorize lirteirt into pose bothA and B associate with a series of anchor text respec-
the classes of “navigational” and “informational”; and @y we tively, our hope is to rank pagd higher thanB. In the fictitious
expect incorporating this concept can affect ranking perénce. example in Figure 1(a), pagkassociates with 100 in-coming links
We end by formalizing the link intent classification problem having the anchor text “pandora music”, whitin Figure 1(b) is

pointed to by 100 inlinks with distinct anchor texts, all ohish
contain the substring “pandora music”. Without considgniage

2.1 User Study on Link Intent

To verify the rationality of the proposed link intent taxaong content and anchor text length, the contributions of an¢bions
we conducted a user survey on the motivation of a web user cre-“pandora music” to pageA and B are indistinguishable. How-
ating anchors that describe target pages. The survey igeted ever, we claim that page A should be emphasized when ansyverin
three main questions: (Q1) the purpose of a web author ogeati  the navigational query “pandora music”, and so we arguedifiat
a link (with a short descriptive anchor text) t@eventarget page;  ferentiating link intents can help generate more accurateiaent

(Q2) what type of target pages that a link (witlgimenanchor text) representations for retrieval.

1Some preliminary results of this work is reported in [7]. 2http://www.mturk.com/



#P(Listening to Pandora music, B) = 0.0099

| P(Pandora music, A) = 0.9901

i P(Click here for music, A) = 0.0099 { P(Pandora music review, B) = 0.0099

i P(Pandora music quality, B) = 0.0099

i P(My Pandora music, B) = 0.0099
\.P(Soul of music, B) = 0.0099

Listening to Pandora music

Pandora music

Pandora music
g " .
- . o Pandora music review
Pandora music S

™ Pandora music quality

Pandora music My Pandora music

Click here for music

Soul of music

(a) PageA is the home
page ofpandora music

(b) PageB is a blog dis-
cussing music on Sitpan-
dora music

Figure 1: An example of two pages and their associated anchor
text for answering pandora music.

2.3 Problem Definition

We now formalize link intent classification problem. Foupég
of objects may hold specific intent within their contextsg.,i.
queries Q), documents), anchors ) and links (). In this work,
an anchor refers to a unique string which may be used in nfeiltip
hyperlinks. Link intent is associated with its link contégi(a,d)),
a function of the anchor and its pointed target page. Thus)ote
that a link in our context is a unique anchor-document pat th
maps to multiple hyperlinks on the web. We define the intetthef
above objects as follows.

e A query isnavigationalif it aims to find a particular site a
query isinformationalif it aims to findinformation about a
certain topic

e A link is navigationalif its anchor describes a target page’s
identity; a link isinformationalif its anchor describes a target
page’scontent

e An anchor isnavigationalif it mainly describes target pages’
identities an anchor isnformationalif it mainly describes
target pagestontent

e A web document imavigationalif it mainly attracts incom-
ing links due to itddentity, a web document imformational
if it mainly attracts incoming links due to itontent

We formalize the link intent classification problem as falto

Problem Statement: Given a linkl and its link contextC'(a, d),
determine whether its link intent is navigational or infational.
The classification can be binary (hard) or probabilistic o

3. LINKINTENT CLASSIFICATION

In this section, we present our problem approach for linknint
classification. It learns a feature based classificationahbdsed
on evidence from link context profiles, and outputs a binduig:
tribution over every link, indicating the probability of loeging to
a specific intent.

3.1 Link Context Profiles

The observational data are naturally represented in a multi
dimensional format for each link contexi(a,d). We use the
format of anchoxtarget page+link, in which the flatter form of

3We will present how we exploit such outputs to enhance nettie
models in Section 4.

Table 2: Feature summary of link context profiles.
Anchor Profiles (6)

KL(A) KL divergence from anchor-link distr. to background.

En(A) Entropy of anchor-link distr.

EnT(A) Entropy of anchor term-link distr.

Diff(A) Difference between top 2 popular items in anchaidistr.

L(A) Anchor length.

POS(A) Fraction of noun., verb., etc.

Page Profiles (8)

KL(P) KL divergence from aggregated anchor-link distr. page
to background.

Diff(P) Difference between top 2 popular items in aggredate
anchor-link distr. per page.

En(P) Entropy of aggregated anchor-link distr. per page.

EnT(P) Entropy of aggregated anchor term-link distr. peyepa

L(P) URL length.

D(P) URL depth.

Link Profiles (5)

JC(T) Jaccard coefficient between anchor and target page tit

JC(H) Jaccard coefficient between anchor and target host.

IsApp(*)  Does anchor text appear in a specific field of targagey
such as body, title, heading?

Taget page
Link(anchor, target page
- __-> ( , target page)

Link
Anchor text

Figure 2: The observational data have the relationship in with
anchors and target pages can be treated as a 2-dimensionahte
sor, with its flat form appended to link dimension.

anchoixtarget page (Kronecker product) is a one-way form (Fig-
ure 2) appending to the link dimension. Each dimension forms
a space, in which features are extracted for profiling irttigily.

We extract anchor, page (document) and link features totzaris
three types of profiles, represented as feature ve@@pray, and

;. These features are summarized in Table 2.

Anchor profilescharacterize anchor text from two aspects: (1)
global anchor-link distribution, and (2) local anchor tedtinfor-
mation. Given an anchor text, its anchor-link distributgives ev-
idence about its intent. For example, the links associatitlal av
navigational anchor text (e.g., organization names) aneikely
to point to pages in a navigational way. Lee et al. [16] prejlosn
effective feature to classify query intent from anchokldistribu-
tion (Figure 3). Navigational pages tend to attract manksliwith
the same anchor text that describes the page’s identityaftieor-
link distribution is calculated as follows: (1) given an &ang, cal-
culate how many times this anchor points to a given targeépag
(2) sort target pages according to anchor occurrence. Bastds
distribution, we can extract much information charactagzthe
anchors, such as the distance of anchor occurrences beth&en
target pages at rank one and rank two, its Kullback-LeibleeD
gence to the anchor-link background distribution aggesgfitom
all anchors, etc. Enlightened by Fujii [10], we calculatesatropy-
based measurga) to capture how skewed the distribution is. Let
D,, be the collection of target pages pointed by anehdhe con-
ditional entropy ofD,, is H(D,|a) is given by:

H(Dala) = — Y P(dla)log P(dla)
deDyg

To make H(D.|a) comparable among different, we divided
H(Dg|a) by the logarithm of the size aD,. Thus,i(a) is nor-

malized into the scale [0,1], definedda) = -1l
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=

Target page ranked by anchor frequency Target page ranked by anchor frequency

Figure 3: An example of anchor link distribution: (left) nav i-
gational, (right) informational. From Figure 2 in [10].

Since these factors are only based analysis of anchors, deslad
another group of factors similar to anchor-link distrilouti but
based on anchor terms (referred to as “Anchor term-linkidist
tion”, see [10] for details). It combines the charactecsf other
anchors that only share a portion of repeated anchor terengriob-
abilistic way. Such features overcome the problem of anthkr
distribution sparsity by generating a more confident distion.

Textual features are also considered in profiling anchorms: F
example, we use the statistics based on the Part-Of-Speex®i)(
tags of anchor terms as features. Other features includeoanc
length, term frequency, and so on.

Page profilesharacterize how likely a page is to attract links be-
cause of its identity. Given a target page, we aggregatenttigoa-
link distributions of all its in-linked anchors to profilegtpage in-
tent. DefineA(d) as the collection of unique anchors pointingito
the aggregated anchor link distribution dndenoted a®istr(d),
is written as:

Distr(d) = > p(ald) - Distr(a)

acA(d)

whereDistr(a) is the anchor link distribution of anchar. Based
on the distributiorDistr(d), the same group of features can be ex-
tracted to model page intent. Note that both anchor-levétemm-
level anchor link distribution are utilized in modeling eigitent.

In addition to global features fromistr(d), local features in-
cluding URL length and URL depth, are also used in profiling.
More features will refine the profile of target pages with exdp
to their intent.

Link profilesdirectly characterize the relationship between an-
chors and target pages. They are composed of featurestexirac
from the direct comparison between anchors and target psges
as the Jaccard coefficient between anchors and targetidiegeen
anchor terms and target URL terms, etc.

3.2 Classification Model

Link context profiles are characterized on three differepeats,
i.e., anchors, pages and links themselves. The format dftbe
necker product between anchor and page profiles enabledingpde
their hidden interactions. In this section, we present haearn
the link intent classification model based on such featyseesen-
tation.

Model RepresentatiorLet 4 be the set of anchorg) be the
set of target paged, be the set of links connecting pairwise ele-
ments inA andD. The intent on links is given by (L) C A x D,
which means the link intent labg}; is given to the pair ofi; and
d; that has a link associated with thevia¢ € A,d; € D). We

“http://nip.stanford.edu/software/tagger.shtml

define our classification model as:
Co Cgq Cy

Sig= ) > Bugaipdiy+ Y Wl

i'=1j'=1 k'=1

@)

whereC,, Cy andC; are the anchor, target page and link feature
vectors respectivelys; ;s is the feature value of anchar at thei""
dimension, and, ;- is the feature value of target paggat the;'*"
dimension.w;,;» is the coefficient which represents the correlation
between the anchor factor in dimensiémand the target page factor
in dimension;’. Note that it is independent with the instances of
a; andd;. Since the correlation betweenandd; is to fit the label

on link I;; directly, the features oh; can be reasonably combined
with the anchor-page correlation linearly. We rewrite Boral in
matrix format:

S=awd +wl" or S=dw'a +wl' ®)
Considering the dynamics of the web graph, features frorbajlo
anchor-link distributions may not be stable all the timer &mam-
ple, when training and testing on web communities with magw n
sites which have few in-links to be able to form a confidentanc
link distribution, the link profile is more important to deteine link
intent, and vice versa. When we further spéd™ ordwTa', we
can also differentiate the importance of local featureswgglobal
features, which is sensitive to the anchor link distribatio

Learning ProcessOur task is to learn the parametets=
(W,w’) by minimizing the prediction errod_,.(si; — 5i)2.
This can be done via maximizing log likelihood, denoted as
arg maxg P(S|A, D, L;0). Assuming labels on instances are in-
dependent, the likelihood is given by:

P(S|A, D, L;0) = [ [ p(sislas, dj, 13 0) = [ [ p(sis1555) (3)
) )

We use a logistic regression model to estimate the liketihoo
p(sij|§i]~) via p(sij|§i]~) = m Fitted in a mono-
tonic logarithm function, we maximize the logarithm likediod

in Equation 3, defined asrg maxo ), log p(si;[s:;). To avoid
over-fitting, we add regularization objectives and rewadte ob-
jective as

Po@

y = arg mgXZ log p(sij[5i3) = rulWI[E — 7o W]
17
where|| - |3 is the Frobenius norm, and, andr,, are regulariza-
tion parameters respectively.
Given the objective function, we calculate the differeintifiy
with respect to the model parametéras follows:

dy _ Z 5ij exp(1 — si;8 J)QA, 2Ly wy g
Ow;r —  1+exp(l - si;55)
0 Sijexp(l — $i;8i5)lijrr
g{ _ Z 5 exp( J J)A g,k T Wi
ow,, - 1+ exp(1l — si;5i5)

We choose to use gradient descent to estimate model paraifiete
iteratively. Once we finish parameter learning, we predietibtent
of a new link instance by Equation 1.

4. USING LINKINTENT FOR SEARCH

Web links reflect the intent of information providers, while
queries represent the needs of information seekers. Tdrereon-
necting query intent with web link intent can help neutralthe
inconsistency in interpreting information from differeviews in



web search. In this section, we present our enhanced abelsed
retrieval model by incorporating link intent. The genem¢a is
that given the predicted link intent, we incorporate it igt@antify-
ing the importance of anchor text for document representaéind
adapt it to query intent for retrieval. It actually adds deotdi-
mension of constraints on “intent” into the search processghich
documents typically match the given queries lexically blasethe
evidence of term occurrence.

4.1 Modeling Anchor Text Importance

Exploiting anchor text to enrich document representations
retrieval has been widely studied in prior work. The undedyas-
sumption is that anchor text is a short descriptive text taatpro-
vide complementary information for describing target gagear-
lier work ignored the distinguished importance of anchat {6]
or only utilized term frequency-based methods to quantifghar
text importance [24]. Craswell et al. [6] used the collectad an-
chor text as a surrogate document without differentiatinghar
text importance. Westerveld et al. [24] modeled the impuna
of anchor terms by using(¢|d), whered is the surrogate docu-
ments only composed of in-linked anchor text. More recenka/o
mitigated this deficiency by incorporating the knowledgmnirlink
structure. These works respectively are based on distascmap-
tions. Fujii [10] extended anchor-based retrieval modgléisor-
porating query intent inferred from anchor term link disttion,
under the assumption that navigational queries benefit finone
anchor-based models and informational queries benefit inome
document-based models. Dou et al. [8] exploited site-Ikmeivl-
edge to de-emphasize the importance of anchor text assdeiéth
inlinks from the same site and cooperative sites. Metzlat.¢18]
pointed out the problem of anchor text sparsity and enhaaoed
chor text representation by external anchor text and eggldine
effectiveness of diverse weighting strategies. Our wolls fa a
similar path, but differs from theirs in the sense that wéed#nti-
ate links with different intent that are comparable with uietent
and incorporate this into retrieval models.

Given a target pagé, the importance of an anchor textan be
modeled via:

f(a,d) < p(a,d) = p(a)p(d|a) = p(d)p(ald) ©)

wherep(a, d) is the probability that andd have a certain relation-
ship, such as having links associated with them. Noteztatd)
can be estimated in multiple wayg(a) andp(d) are priors which
reflect the probability that ancharand documend appear on the
web individually. The relationship between anchors andiduents
is estimated fronp(d|a) andp(a|d). While p(d|a) emphasizes the
importance distribution from anchors to the associatedia@nts,
p(ald) implicitly indicates how to balance the contributions amon
different in-linked anchors to one target page.

By incorporating link intent, we add a new factidhat represents
link intent associated with ancharand target pagé in Equation
5, and s@(a, d, i) can be modeled as:

p(a,d, i) = p(a)p(dla)p(s(a,d) = i) (6)

wherei € {“info”, “navi” }. Thus, the original importance weight
on each link is divided into two parts, with one proportional
p(s(a,d) “info” ) and the other proportional tp(s(a,d)
“navi”). Such a weight distribution reflects the way that an anchor
views its target page.

After computing the importance score of each individualenmc
we next combine all anchor text that points to the same page. F
each target page, we collect all anchor text with théir, d, “info” )
scores. This collection indicates anchors’ interpretatibout page

content combined with how likely they view the target pagénas
formational. Such collective interpretation forms a tygeview
toward target pages. It is also applicable for the anchotis thieir
p(a,d,“navi”) scores. Hence, it is reasonable to separate such two
collections into different fields of the target page. We taih soft
splitting (denoted asSS). In contrast, we can divide anchor text
deterministically according te(a, d). If one anchor is more nav-
igational, it will be put into the page field entirely compdsef
navigational anchors. The same is applicable for inforometi an-
chors. Once determining which field an anchor should be &, it
p(a, d) score will be utilized as anchor importance with respect to
the target page. We call thieard splitting (denoted a$iS).

4.2 Intent-enhanced Retrieval Model

Each document is composed of three fields: (1) document con-
tent; (2) navigational anchor field; and (3) informationachor
field. We next combine multiple document fields into a unified r
trieval model. We choose to use BM25F [21] since it can ndljura
incorporate the representations of multiple documentdieitb a
single retrieval model. BM25F combines term frequenciediin
ferent fields linearly for BM25 score calculation. Suppas€s, j)
is the weight of termi for pagej in field f, it can be calculated by:

wf(ivj) = Z wt(cvj) X tf(iv C) (7)

cef(d)

wherewt(c, 5) is the weight on component(unique anchor text in
anchor fields) for the pagg andtf(i, c) is the term frequency of
1 in the component. The aggregated term weights dis a linear
combination of weights on all fields, which is given by:

k

wheref;, is thek!" field of pagej and3; is a combination parame-
ter, which controls the balance between term weights on feich
used in BM25F ranking function}(, 8x = 1). The document
length is calculated by the same method.

The combination between two anchor fields and the document
body field is trained automatically. The preference betwen
types of anchor fields can be either set by using query intisat d
tribution or trained. We denote them as adaptive combindtie-
noted asA) and fixed combination (denoted By respectively. To
achieve query intent distribution, we average the aggeedatk in-
tent associated with the in-coming links of the togearch results
returned by a ranking reference model (BM25 [22] in this work
wheren is 10 by default.

5. EXPERIMENTAL SETUP

5.1 Data Sets and Judgments

We conduct experiments on two large scale web corpora taavoi
any bias from testbed data sets.

ClueWeb.TREC provides standard relevance judgments on
ClueWeb (Category B) for the evaluation of ranking algarith
It contains 49.8M web pages and 940M hyperlinks approxitpate
We use the 50 queries (topics) within Ad hoc task of TREC 2009
Web Track for ranking evaluation.

To generate the anchor-document pairs used in link intexst cl
sification, we split the 50 queries into five folds sequehtialy
their IDs. We retrieve the top 2000 documents for each qugry b

Shttp://trec.nist.gov/



Okapi BM2500 [22] and randomly sample 200 inlinks pointing t
these documents for queries in each fold as our examplese Not
that there is no overlap between folds. In this way, we connec
the selection of link examples to ranking characteristitach link
example is labeled by at least one worker on Amazon Mechianica
Turk, in the selection among “navigational link”, “inforrianal
link”, “both of them”, and “none of them”. To avoid links whes
intents are uncertain (which may disturb classificatioruaacy),

we only use the ones labeled as either “navigational linKirdor-
mational link” (577 out of 1000 in total) as our examples fioikl
intent classification.

WebBaseOur second data set is one 2005 web crawl from the
Stanford WebBase [4, 11]. It contains approximately 58M web
pages and 900M links. For ranking evaluation, 47 queriesere
lected from ODP category names, popular queries from commer
cial engines and those frequently used by previous rese@.cive
asked human editors (people in our lab) to assess the relevha
document to a given query, in selection amaoiogrelated not rele-
vant borderling relevant andhighly relevantwhich are translated
into integer gains from 0 to 4.

To generate anchor-document pairs for link intent classific
tion, we randomly sampled a few thousand links and manuadly |
beled them as “navigational” or “informational”. Like thase in
ClueWebwhere not all links have clear intents, we finally achieve
1281 anchor-documents pairs with definite intents and @ ts
our examples for link intent classification. We randomlyitshlis
data set into 10 folds.

5.2 Evaluation Metrics and Parameter Set-
tings

We measure link intent classification performance on theioset
of F1-measure and accuracy; -feasure is the harmonic mean of
precisionandrecall. Here,precisionis the percentage of truly pos-
itive examples in those classified as positive, wteleall is the per-
centage of correctly classified positive examples out gbaditive
ones® Accuracy is the percentage of correctly classified examples

For ClueWebwe use NEU methods [2] to measure ranking per-
formance on statMAP and Precision at truncation ldvélP@k),
which is consistent with most prior work [5]. FdNebBasg
NDCG [13] is our metric. It penalizes irrelevant documerittop
positions greater.

The combination paramete?, in BM25F is learned via hill
climbing on metric statMAP ClueWeb and NDCG@10 \(Veb-
Basg respectively. ForClueWeb ranking uses the same query
splitting as link intent classification. FéebBasgranking exper-
iments are conducted based on two-fold cross validatiomnghwils
independent of the one used in the classification task.

5.3 Methods Compared

We compare a variety of baseline methods for both link intent
classification and ranking tasks.

Baseline methods for link intent classificatione com-
pare our link intent method with two groups of baselines,, i.e
entity-based baselines and cluster-based baselines. rthg- e
based baselines exploited the following information:

e Anchor (Entity-A).
e Destination page (Entity-D).
e Anchor and destination page (Entity-AD).

5We will present link intent classification performance ircten
6, while varying the definition of positive examples.

The cluster-based baselines exploited the information of:

e Anchor (Cluster-A).
e Destination page (Cluster-D).

Entity-A uses the intent of anchors to predict the link intelfi
an anchor has the entropy of anchor term link distributies an
0.5, itis considered as a navigational query; we rank itgetgrages
according to thex(d|a), and generate a ranking list. The link to the
top one page is considered as the only navigational linkkd_to
other target pages are informational.

Entity-D uses the intent of target pages to predict the liri&rit.

If a target page has the entropy from aggregated anchor Ik d
tribution less than 0.5, it is considered as a navigatioagkp and
we rank its associated anchors. The link associated withribbor
that has the highegt(a|d) is considered to be navigational. All
other links are considered to be informational.

Entity-AD averages the anchor term link distribution epyrof
the anchor and the aggregated anchor term link distribetibropy
of the target page to predict the link intent. If the averageapy is
less than 0.5, the link is predicted as a navigational linkeowise
itis informational.

In Cluster-A, we cluster the links according to the anchomte
link distribution entropy for anchors. For each anchor, amatheir
target pages according igd|a). The average of the anchor term
link distribution entropies associated with target pages @ertain
rank within the cluster is used to predict the link intent&iinks
at this rank.

In Cluster-D, we cluster the links according to the aggredat
anchor term link distribution entropy of target pages. Fastetar-
get page, we rank their anchors accordinge|d). The average
anchor term link distribution entropy associated with ashat a
certain rank within the cluster is used to predict the lintei for
all links at this rank.

Baseline methods for rankingve compare our methods
with three baselines:

e CDR: Ranking by Okapi BM2500 [22] based on the docu-
ment body field.

e CQR: Ranking by [10] in which anchor and document-based
models are combined by query intent.

e LinkProb: Dou et al. [8] utilizes link probability to weight
anchor text (referred to as “LinkProb”), and then combines
the weights into the BM25F model. Given a target page, the
contribution of one unique anchor text line is proportioteel
the number of its associated incoming links.

6. EXPERIMENTAL RESULTS

We start by studying the performance of our link intent dfess
tion approach across different anchor-document featypresenta-
tions. The performance dblueWebandWebBasere respectively
reported based on 5-fold and 10-fold cross-validation. Bk
ing up the best-performing classification model, we gemeliak
intent labels on all anchor-document pairs ©luieWeband Web-
Baserespectively. We follow by performing comparative anaysi
on ranking evaluation.

Performance on link intent classificatiome compare
our link intent classification approach (denotedl@®ntC) with

baseline methods in Table 3. The ratio of navigational afatina-
tional links are 0.25ClueWeb and 0.84 \WebBasg Preliminary
results show the model renders the best performance whemd



Table 3: Link intent classification performance comparisonon ClueWeb and WebBase data sets. A, D and L are feature vectors of
anchor, document, and link respectively (k-meas.(navi) is the k-measure when navigational links are positive examples.).

ClueWeb WebBase
Methods F-meas.(navi) Fmeas.(info) Accu. Fmeas.(navi) Fmeas.(info) Accu.
Entity-A 0.162 0.827 0.714 0.662 0.782 0.723
Entity-D 0.186 0.814 0.698 0.669 0.776 0.722
Entity-AD 0.226 0.834 0.727 0.709 0.803 0.754
Cluster-A 0.148 0.834 0.722 0.742 0.728 0.734
Cluster-D 0.218 0.825 0.714 0.739 0.732 0.735
IntentC(A+D+L) ~ 0.756 0.936 0.899 0.799 0.852 0.829
IntentC(AxDxL) 0.793 0.946 0.915 0.790 0.836 0.816
IntentC(AxD+L) 0.796 0.946 0.915 _0.822 0.867 0.847

r. are 0.1 and 0.01. We fix them and leave sensitivity analysis to

future work.

Comparisons among baseline methods show that clusted-base
methods do not provide an advantage under skewed class distr

bution. One possible reason is that the link instances vititti- s
lar background have weaker capability of predicting thelslof
target ones based on skewed class distribution. It espeiifil-
ences the prediction of instances in the minority class, navi-
gational links. Comparison within entity-based methodsadie-
strate that Entity-A and Entity-D perform the worst on aemyr
It is not surprising given both of them only utilize partiaifor-
mation of a link (anchor or document). By considering fufioin
mation of a link, Entity-AD performs 2%-5% better than Epti

and Entity-D on accuracy. FdoiNebBasg cluster-based methods

Cluster-A and Cluster-D incorporate the predictions okdiwith
similar background, which outperform Entity-A and Entyby
1.5% and 1.8% respectively in terms of accuracy. Entity-AD o
performs Cluster-A and Cluster-D by around 1%-3%, indigati
the combination of anchor term link distributions based dinkis
two ends (anchor and document) contains stronger sigreaistkie
implicit influence among the links sharing similar backgrdu
IntentC significantly outperforms baseline methods on at-m
rics for two data sets.
resentations shows the superiority of Intent(®+L) over both

Comparison on different feature rep-

Table 5: The top 5 search results generated by.inkProb and
SS+F on query “fox news” (WebBase).

Query: fox news

LinkProb:

1.  www.presidencia.gob.mx/vicentefox/

2. www.presidencia.gob.mx/foxcontigo/

3. www.presidencia.gob.mx/martadefox/

4.  www.aboriginalaustralia.com/catalog/product_ipfgp/
products_id=227?0scsid=dc4f3b1303e8c41c000ff6akdtdc

. www.bridgeman.co.uk/about/collections.asp?typepst=956

S+F:

. www.foxnews.com/

www.presidencia.gob.mx/vicentefox/

www.counterpunch.com/jacobs03202004.html

www.acsh.org/news/newid.316/news_detail.asp

www.counterpunch.com/leupp11292003.html

GEwNE o

student t-test on ranking improvements.
over LinkProb are marked with

Significant déffees

As expected, the baseline methods that exploit anchor text

greatly outperforms those without. LinkProb and CQR hava-co
parable ranking performance on both data sets. Our enhareed
trieval models (with four variants) outperform LinkProbda@QR
on most metrics consistently, suggesting the effectiveioédink
intent on improving anchor-based retrieval models. A aldsek
at our four variations exposes the following trends. Fseff split-

IntentC(AxDxL) and IntentC(A+D+L). One interpretation is that  © ; )
while Kronecker product of anchor and document featureespac  ting shows better overall ranking performance than hartitisy.
can capture the hidden interactions between anchors ang doc On€ Possible reason is that soft splitting smoothly engolveb
ments when profiling link context, it also results in sparsatdire pages by allowing links to play both roles with certain proibes.
vectors for many link instances, and so further exploitintera: Second, automatically adapting weights on navigationdliafor-
sor product (three dimensions) that includes link featpaes can mational anchor fields with query intent benefits the hardtsm
make feature representations sparser and therefore resoove approach, but hurts soft splitting. Our interpretationhattSS+A
effective signals contained in link profiles. over-smooths_, the welght_s on anchor text in different fl_efomar-
In summary, IntentC(& D+L) stably exceeds all baseline meth- get page, while HS+F fails to represent anchor text witheeso
ods and its competitive variants, achieving reasonabliepeance target pages naturally.
on the link intent classification problem for both data s&s.next
apply the model of IntentC(AD+L) to generate link intent labels 7.
automatically, and investigate its impact on ranking in st of
this section.

DISCUSSION

We showed that incorporating link intent improves anchasdal
retrieval models. In this section, we will present a deepeilysis
on the ranking improvements on different query types, eugery
intent and query length. We also consider the effect of naisignk
intent analysis by analyzing how ranking performance gawéh
the fraction of incorrectly classified link instances. Wdl\also
analyze feature effectiveness in link intent classifigatio

Comparative performance on rankinBased on
LinkProb, we incorporate link intent distributions while ew
vary how we separate anchor fields and how we determine the
preference between two anchor fields. We denote our system
variants as HS+F, HS+A, SS+F, and SS+And compare with

baseline methods in Table 4. We conducted a single-tailiediisa Ranking improvement vs. query intens discussed pre-

viously, link intent is similar to, and connected with, quen-
tent in many ways. Therefore, we conjecture that the improve
ments made by incorporating link intent will be affected b t

"See Section 4 for the detailed explanation of each variant.



Table 4: Ranking performance onClueWeb (left) and WebBase (right) query sets. All methods are compared based on the pameter
settings that achieve the best statMAPGlueWeb) and NDCG @10 {MebBase) respectively. Performance with significant improvement

(p-value<0.05) over LinkProb is marked as;.

-0.04

ClueWeb WebBase

Methods statMAP P@1 P@3 P@10 NDCG@1 NDCG@3 NDCG@5 NDCG@10

CDR 0.175 0.204 0.224 0.304 0.148 0.161 0.167 0.171

CQR 0.176 0.286 0.306 0.375 0.398 0.355 0.349 0.369

LinkProb 0.175 0.285 0.306 0.377 0.407 0.351 0.356 0.371

HS+F 0.178 0.285 0.340 0.386 0.406 0.355 0.358 0.373

HS+A 0.176 0.285  0.340 0.390r 0.408 0.358 0.359 0.373

SS+F 0.183 0.346° 0.353 0.372 0.42% 0.361 0.376 0.380

SS+A 0.179 0.326 0.306 0.387 0.410 _0.376 0.354 0.377
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Figure 4: The relative improvements over LinkProb on metricP@1, P@3 and P@10 for navigational queries, informational geries,

and all queries onClueWeb.

intent of the query. Figure 4 shows the relative improvemamnt
queries with different intents faElueWeB. Incorporating link in-
tent brings greater improvements at top positions for imfational
queries than for navigational queries. This observatialicates
that the link intent-enhanced retrieval model can makeetgrgge
content representations more discriminative, and thezdfelp di-
versify search results. It is especially valuable for ragki of in-
formational queries that are typically overwhelmed by géanum-
ber of relevant pages. For navigational queries, the erthre:
trieval models hurt ranking performance at very top posgibut
gradually improve ranking with the increase of truncatienel
(ranking position). This can be explained by the reason dmat
over-discriminative description about target pages makasch re-
sults at very top positions unstable. It especially hurtsgaional
queries which have only one best answer. We qualitativetifyve
our analysis through the example of the query “fox news¥\eb-
Basein Table 5. Besides, it is worthwhile to point out that many
techniques [6, 8, 10] have been proposed to improve ranlohgs
navigational queries, which can mitigate this deficiencypaf ap-
proach.

Ranking improvement vs. query lengtbuery length
roughly reflects how narrow or clear users’ information reeack.
Table 6 shows the ranking improvement on queries with differ
lengths on both data sets. Intent-enhanced retrieval mdmtalg
more improvement for short queries, less improvement ar eeg-
ative impact on long queries. This is not surprising giveat #hort
queries are more likely to be broad and ambiguous. Theréfiese

8Topic 5, 15, 21, 23, 27, 31, 40, 41, 46 have navigational traen
revealed by manual inspection.
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Figure 5: Performance on metric P@210 orClueWeb under dif-
ferent noise levels.

can benefit more from a more discriminative anchor reprasient
We consider this a useful property since most search engiegss
are short [12].

Analysis of noisy link intentslo further analyze the impact
of link intent on ranking improvements, we intentionallyroduce
noise into link intent by randomly sampling a fraction ofkénand
reversing their link intent distribution. We run 30 timesestch
noise level. Figure 5 shows the average and standard deviati
of ranking performance on P@10 under different noise lewals
ClueWeb The ranking performance of intent-enhanced retrieval



Table 6: Ranking comparison on P@3 forClueWeb (left) and NDCG@3 for WebBase (right). All methods are compared based on the
parameter setting that achieves the best statMAPGueWeb) and NDCG@10 {MebBase). Performance with significant improvement

(p-value<0.05) over LinkProb is marked as;.

ClueWeb WebBase
Methods  Length=1 Length=2 Lengt3 Length=1 Length=2 Length3
LinkProb  0.156 0.313 0.458 0.384 0.340 0.321
HS+F 0.196(+25.094) 0.392(+25.0%) 0.417(-9.09%) 0.391(+1.78%) 0.349(+2.50%) 0.316(-1.67/%
HS+A 0.196(+25.094) 0.392(+25.0%) 0.416(-9.09%) 0.398(+3.60%) 0.346(+1.68%)  0.316(-1.67%
SS+F 0.215(+37.5%) 0.352(+12.5%)  0.479(+4.55%) 0.413(+7.62%) 0.405(+1910%00.301(-6.36%)
SS+A 0.156(+0.0%) 0.274(-12.5%) 0.479(+4.55%) 0.408#%) 0.351(+3.09%)  0.333(+3.62%)

models (with four variants) decrease with the increase yrlnk
intent. Note that the trends are approximately symmetrib we-
spect to noise level at 50% since retrieval models equadiyt tthe
two types of intent. Retrieval models are more robust anefrtol
ant to noisy link intent when we (1) enhance anchor represient
by softly splitting the contributions from navigational caimfor-
mational anchor fields; and (2) adapt weights on navigatiand
informational anchor fields with query intent automatigall

Feature analysisLink intent classification relies on features
extracted from anchor, document and link profiles. We stedy f
ture effectiveness by examining the classification modeegated

by IntentC(AxD+L). For anchor and document profiles, features
based on anchor/anchor term-link distribution (i.e., En&nT(A)
and Diff(A)) and the aggregated anchor/anchor term-lirgtribiu-
tion per page (i.e., En(P) and Diff(P)) are the most effectifFor
the link profile, features based on comparison between arnekb
and the target page title (i.e., JC(T) and IsApp(T)) are thmstm
effective.

8. RELATED WORK

Connecting the properties of queries and anchor text has bee
well studied in previous work. Eiron and McCurley [9] inviest
gated multiple properties of anchor text within a largeangat and
showed its resemblance to real user queries in terms of tesm d
tribution and length. The work that exploited such resemdsa
developed into two directions. One direction utilizes actext
properties to better answer a specific type of query. It iscglly
implemented through enriching document representatignanb
chor text. Craswell et al.'s work [6] on effectiveness of lamictext
in site-finding tasks falls into this category. The otherediion
utilizes the properties of anchor text to better undersiguneties.
Representative applications include query intent clasgitin [16],
query refinement [15] and query translation [17]. Our worfked$
from previous work by directly mapping query charactecistio
anchor text (its associated links) and then consideringceffon
rankings through document representations. To achiege we
draw from the techniques of query (intent) and link clasatfan.

Query intent classificatiofis one type of functional classifica-
tion in which classifiers learn to determine the role of qe®riAs
we mentioned earlier, there can be multiple classificatdremes
of query intent. Broder [3] suggested the three fundameppeds
of information need expressed in user queries. This claatifin
scheme became popular in the query classification commuoty
lowing this path, Kang and Kim [14] proposed an approachas-l
sify query intent into “topic-relevance” and “home-pagedfirg”
classes (i.e., “informational queries” and “navigatiogaéries”, re-
spectively). Lee et al. [16] conducted a user study to detnates
the viability of automatic query intent classification angosed

to identify query intent using “user-click behavior” andntnor-
link distribution”.

Link classification and link predictiomave been widely stud-
ied. Acar et al. [1] utilized a CANDECOMP/PARAFAC tensor
decomposition to show the effectiveness of exploiting thrural
3-dimensional structure of temporal link data. Yu and CHg] [&i-
lized Gaussian process models for link prediction basediperb
tite, direct and undirect graphs. Taskar et al. cast linkzkasional
data and applied relational Markov network to model thetjdis-
tribution over the entire graph [23]. Qi et al. [20] analyzbé in-
fluence of link quality on web link-based algorithms, andposed
to classify links into two categories: those that confeharity and
those that do not.

9. CONCLUSION AND FUTURE WORK

Query intent and link intent are implicitly connected. Rairg
and exploiting such connections can benefit retrieval, asdiply
many other tasks. In this paper, we proposed a method for auto
matic link intent classification based on evidence from angftar-
get pages and the links themselves, and incorporated iaimtbor-
based retrieval models. We showed significant improvempanu
the approaches that do not consider link intent.

This work can be extended in a variety of directions. Hypérli
classification could likely be improved by considering tleise
page and especially the hyperlink position within the seyrage.
In terms of link classification taxonomy, we can also consaiker
taxonomies that connect queries with links, such as topiésile
topical link analysis [19] has been well studied, it is stiticlear
the sensitivity of query and link taxonomy with respect tokiag
quality. More generally, we search in a complex social nekwo
in which people may create links for distinct purposes. How t
associate users’ information needs with the links conngdt ap-
propriate resources is still an open issue. As a prelimigtay, we
connected query intent to link intent and showed such a esnne
tion is useful on web search. In the future, we plan to geireral
the concept of link intent onto other entities and incorpsthis to
support social search.
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