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Abstract. Anti-spoofing protection of biometric systems is always a serious is-
sue in real-life applications of an automatic personal verification system. De-
spite the fact that face image is the most common way of identifying persons 
and one of the most popular modalities in automatic biometric authentication, 
little attention has been given to the spoof resistance of face verification algo-
rithms. In this paper, we discuss how a system based on DCT features with a 
likelihood-ratio-based classifier can be easily spoofed by adding white Gaus-
sian noise to the test image. We propose a strategy to address this problem by 
measuring the quality of the test image and of the extracted features before 
making a verification decision. 

1   Introduction 

The goal of all automatic biometric verification systems is to reliably establish if the 
identity claim comes from the real claimant or from an impostor. Attempts to imper-
sonate a selected person in order to gain privileges otherwise reserved for the rightful 
claimant, otherwise known as spoofing, have been not an unusual threat since per-
sonal identity verification became a necessity. Only quite recently systems that auto-
matically compare voices, fingerprints, faces, irises and signatures, left the laborato-
ries and met the challenges of the real world. One of those challenges is, and 
probably will remain, spoofing. 

Moreover, more and more frequent are the attempts to store personal biometric in-
formation in a digital form and to embed this information in identity documents � like 
identity cards, passports, visas, company access cards, etc. One of the common bio-
metric modality choices for those applications is face image. Digitally stored face 
images or templates are likely to soon accompany a traditional photograph, to allow 
both human and automated verification procedures. 

The objective of the work presented in this paper is to show that an estimation of 
the quality of the test image is necessary to assure the robustness of a face verification 
system to spoofing. As defined in [8,10], a complete face verification system consists 
of modules that perform: 1) localization, 2) normalization, 3) feature extraction, 4) 
classification. We postulate to add an additional step before classification: quality 
assessment. 

We show that omitting the quality assessment step may actually compromise the 
impermeability of an automated face verification system to imposters. Using an ex-
ample of the local Discrete Cosine Transform (DCT)-feature based system with like-
lihood-ratio-based classifier, we show how an acceptable set of features can originate 
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from an alien signal (noise), which can successfully spoof a face verification system. 
Consequently, we propose to put additional constraints on the input signal in order to 
prevent such non-eligible accesses. 

The paper is organized as follows: Section 2 gives an overview of features used for 
face verification. Section 3 focuses on face verification based on DCTmod2 features 
and Gaussian Mixture Model (GMM) classifier. Section 5 deals on how a discussed 
face verification system can produce unreliable verification decisions. Section 6 pro-
poses two complementary quality assessment methods and their combination. Con-
clusions and future work prospects are found in Sections 7 and 8. 

2   Feature Extraction Routines for Face Images 

The most popular features for face recognition from 2D images can be divided into 
holistic and local [8,11,12]. The holistic features are probably in widest use. How-
ever, their recognition accuracy suffers from scaling, rotation and translation of the 
input signal [8,9]. 

Another group of feature extraction techniques is made of algorithms that divide 
the input image into segments and extract features from those segments independ-
ently, producing a set of feature vectors. Subject literature reports the use of local 
PCA [10], Gabor wavelets [8] and 2-dimensional DCT-based features and their deri-
vates [4,5,8,9,10]. Local features reportedly suffer less than their holistic counterparts 
from incorrect geometrical normalization of the input signal, which manifests itself in 
good performance of modified DCT-based features, particularly in the tests involving 
automatically localized faces [6]. For this reason, we have chosen the local feature 
extraction approach, and a GMM-based classifier, as a testbed for our experiments. 

To overcome the disadvantages of using only local or global feature extraction 
schemes alone, successful attempts have been made to create hybrid systems that use 
both approaches [4]. Although the overall performance of those systems is reported to 
be superior in comparison with non-hybrid approaches, they are also bound to suffer 
from attacks which would confuse one feature extraction scheme, leaving only the 
second one in operation. 

3   DCTmod2-GMM Face Verification 

In our experiments we used a face verification scheme implemented in similar fash-
ion as presented in [5,8,10]. Images from BANCA database [2] (French part) were 
used to build the world model (520 images, 52 individuals, 338 Gaussians in the 
mixture), while images from BANCA (English part) database were used to build 
client models using a recursive adaptation of the world model, as described in [7]. 
The adaptation relevance parameter was set to 16, and the number of iterations was 
set to 10. The images used in the experiments were cropped, normalized and rescaled 
to the size of 64×64 pixels. All faces were localized manually and normalized geo-
metrically (eye position). Mean pixel intensity subtraction was used as the data nor-
malization procedure before feature extraction. More sophisticated normalization 
schemes grant slightly better verification performance [4], but minute gains in per-
formance was not the objective of the experiments reported here. 



428      Krzysztof Kryszczuk and Andrzej Drygajlo 

To verify a claim that a given test image belongs to the client C, a set of feature 
vectors, X, is extracted from the image. The verification decision is based on the like-
lihood ratio: 
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where L(X|λC) and L(X|λW) are the joint likelihoods of the set of vectors X given λC 
(the model of client C), and λW (the world model) [8]. The value of LR(X) is com-
pared to a threshold Θ, whose value is computed depending on the desired properties 
of the verification system [2]. 

Making a decision based on the likelihood ratio was proved to be an optimal strat-
egy for biometric verification based on fixed-length feature vectors [1]. This holds 
assuming that both λC and λW were built using representative data sample from their 
respective populations. In the case of face verification it means that λC and λW have to 
account for every possible condition and degree of quality of the input face image. In 
the case of the performance estimation based on a standard evaluation protocol (e.g. 
XM2VTS, BANCA) this condition is met. It may not be the case in a real-world ap-
plication where there is no closed set of images that can appear as an identity claim. 

If a significant mismatch exists between the quality of the test image and the qual-
ity of the images employed in the training of λC and λW, using the likelihood ratio 
stops to be a meaningful way of making reliable verification decisions. In a classical 
verification scheme, the only possible outcomes of the decision process are accep-
tance or rejection of the hypothesis that the claimant is who he claims to be. An im-
age, whose quality does not match at all the quality of images used to train the mod-
els, cannot be correctly represented by those models. Therefore one could expect that 
upon encountering such an image, the system will reject the claim. In the likelihood 
ratio scheme though, if the world model explains the incoming data from the claimant 
to an even smaller extent, the decision of the system will be positive, which is an 
obviously meaningless result. We show that such situation is possible and quite likely 
in a real application. 

4   Tricking a DCTmod2-GMM System 
DCT-based local features capture predominantly higher spatial frequency in the im-
age [4]. Therefore, in order to depart from image quality comparable (by means of the 
DCTmod2 features) to the quality of images used during the training of λC and λW, 
we corrupt the test images with white Gaussian noise. Such noise contamination in-
troduces alien spatial frequencies to the image, and since the mean image intensity 
remains unchanged, the energy distribution between frequencies in the image alters. 

We choose noise contamination as the way to depart from the initial image quality 
conditions because it is a likely factor to corrupt images in real life. The corruption 
was followed by normalization identical to that performed on the images used for the 
training of world and client models. Example images with different level of added 
noise can be found in Figure 1. Percentages of noise contamination of images are 
equivalent to noise-to-signal ratio (reciprocal of SNR). 

Corrupted versions of face images have been prepared for all images from Sets 02, 
03 and 04 of the English part of the BANCA database (total of 1560 images). Follow-
ing tests were performed: 
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Fig. 1. Example face image from BANCA database (English part), corrupted with additive 
white Gaussian noise 

− Genuine client access tests. Images corrupted with various amount of noise were 
tested using corresponding client models (corrupted images of client 1 against the 
model of client 1, etc.). 

− Impostor attack tests. Images corrupted with various amount of noise were tested 
using client models created for another client. For simplicity, images coming from 
client n were tested against the model of client n+1. Face images of client 52 were 
attempting to impersonate client 1. 

Genuine and impostor access attempts were scored using likelihood ratio LR(X), as 
discussed in Section 3. The scores in terms of LR(X) are presented in Figure 2. Gaus-
sian approximations of their distributions are shown in Figure 3. For all tested im-
ages, L(X|λC) was plotted against L(X|λW) in Figure 4. 

The influence of noise contamination on the likelihood scores is evident in Figure 
4. For every X, the addition of noise causes a significant decrease of both L(X|λC) and 
L(X|λW), suggesting that the feature set X originating from the input image cannot be 
represented by neither the client, nor the world model. This information, however, is 
lost when LR(X) is calculated (Figures 2 and 3). In this situation the verification sys-
tem is bound to be confused.  

 

Fig. 2. Likelihood ratio scores for the verification tests on images from BANCA, English part, 
Session 03, for noise contamination 0% (no noise), and  5% and 95% 
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Fig. 3. Distributions of likelihood ratio scores for 0% (no noise), 5% and 95% of noise con-
tamination 

 

Fig. 4. Likelihood scores L(X|λC) plotted against likelihood scores L(X|λW) 

 

Fig. 5. a) Means of the score distributions of noise-contaminated genuine client and impostor 
claims. Scores for noise-free images left as a frame of reference, b) Mean verification results 
(BANCA, English, Sessions 02,03,04), as a function of noise contamination 

The plots in Figure 5a represent the change of the mean distance between the 
genuine client and impostor likelihood ratio distributions, as a function of the noise 
contamination of face images. 

As the presented results reveal, the automatic face verification system tends to re-
ject impostors when the noise contamination is not significant. At those levels of 
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noise present in the input face images the average scores for real clients sink as well � 
a reasonable and desirable behavior which could be expected. For the same noise 
percentage, the impostor scores remain relatively constant. As the noise contamina-
tion of the input face image becomes large (above 25%) both genuine client and im-
postor scores grow rapidly, level up with the mean score for noise-free genuine cli-
ents at about 50% noise content, and continue growing. Figure 5b shows the 
verification error rates as a function of noise contamination (threshold Θ=1). Above 
30% of noise contamination the system begins to favor acceptances over rejections, 
and above 50% of noise almost every claim is accepted. 

5   Image Quality Assessment 
Accepting every claim above certain level of image quality degradation is definitely 
an unacceptable behavior. Upon inspection of Figures 1 and 5b, it appears that the 
confused behavior of the system begins when the noise contamination begins to oc-
clude the important facial features and the image bears less and less resemblance to a 
face. In order to address this vulnerability, it is necessary to introduce an intermediate 
step, which will automatically assess the quality of the input image. The goal of such 
assessment is: 
1. To tell if the image presented to the system is indeed an image of a face. 
2. To give a measure of the quality of the input image, relative to the quality of im-

ages used in the training of the system. 
In order to meet those requirements, we consider two alternative approaches: 

1. Quality assessment in the likelihood score domain. 
2. Quality assessment independent of the features considered for verification. 

5.1   Quality Assessment in the Likelihood Score Domain 

The concept of likelihood-based verification, as expressed by Equation (1), is to find 
out if the feature vector is better represented by λC or by λW. This measure does not 
account for a situation when neither of the models represents the data adequately. We 
propose to compute a measure of how much the quality of the input matches either of 
the two models, or both simultaneously. For given feature set X originating from an 
image I we define the quality measure Q: 

)|()|()( WC XLXLIQ λλ += . (2) 

The distribution of Q for N images IT used in training of models λC and λW can be 
approximated using a mixture of 3 Gaussians, following identical model training 
procedure as during the training of λW. The distribution and the resulting model λQ 
are shown in Figure 6a. For given test image I we calculate its relative quality meas-
ure as: 
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For every level of noise contamination of the n test images we calculate their cor-
responding mean relative quality measure Rmean=(1/n)⋅∑R(I). Figure 6b shows Rmean 
as the function of the level of noise contamination. 
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The curve presented in Figure 6b is descending quickly from high relative quality 
values for clean and little noise-contaminated images, to arrive at values near zero for 
test images contaminated with more than 10% of white Gaussian noise.  

The estimate is hence very sensitive to the degradation of the input image quality. 
At the same time, however, it depends heavily on the training conditions of λC and 
λW. Also, it really says nothing if the input image I is indeed a face image. 

5.2   Quality Assessment Independent of the DCTmod2 Features 

Upon inspection of Figure 1 one can conclude that gradual degradation makes first 
the individual facial features difficult to recognize, then even the rudimentary features 
stop to be obvious, until the image ceases to resemble a face at all. Since image qual-
ity should not be individual-dependent, it is desirable to have a measure of �face-
likeness�, in other words to estimate how much the input image resembles a face at 
all. 

For this purpose, we propose to use normalized correlation of the input image with 
an average face template. We build the average face template TF out of the same im-
age set that was used before to build the world model λW, as described in [3]. The 
template can be seen in Figure 7a. 

 

Fig. 6. a) Distribution of Q(I) and its corresponding GMM, b) Relative mean quality measure 
Rmean as a function of noise contamination 

 

Fig. 7. Average face template TF and b) mean correlation-based quality scores for images from 
BANCA (English), Sessions 02, 03 and 04 
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Since the average face template is a smooth reconstruction from first 8 principal 
components, it preserves only the facial features that are common to all faces from 
the training set. This makes it a good frame of reference to assess the �face-likeness� 
of an image. For given test image I we define its degree of resemblance to a face as: 

)),(max()( FTIcorrIC = , (4) 

where corr(I,TF) is a normalized 2D correlation of TF and I. Figure 7b shows how 
C(I) changes as the function of noise contamination of the face image. The correla-
tion-based quality measure gives a very good estimate if the input image indeed is a 
face image, independently of the features extracted for verification purposes. 

Proposed correlation-based measure of �face-likeness� is one of the methods used 
in face detection [3]. Face detection, in general, is a way of assessing how much 
given object resembles a face. Therefore, in theory any face detection algorithm at 
some point does calculate some measure of �face-likeness� and this information can 
be used during the quality assessment step. 

5.3   Combining Quality Measures for Increased Robustness 

The relative quality measures R(I) and C(I) have complementary strengths and weak-
nesses. While R(I) is more sensitive to the degradation of I in terms of features used 
for verification, C(I) is providing information about how likely it is that I is an image 
of a face. Since both measures are computed independently, and it is required that an 
image of the rightful claimant is both an image of a face and that its quality is com-
patible with λC and λW, we define the combined quality measure M(I) as: 

)()()( ICIRIM ⋅=  (5) 

 

Fig. 8. Correlation-based, feature-based and combined relative quality measure of input face 
image, as a function of the percentage of noise contamination 

Figure 8 presents the M(I) as the function of the percentage of noise contamination. 
Let�s introduce a threshold ΘR. For given test image I, if M(I)<ΘR , the quality as-

sessment module rejects the image on the basis of its insufficient quality relative to 
the images used for the training of the verification system. The choice of ΘR depends 
on the desired properties of the system. For example, if an increase of false accep-
tances is not desired, by comparison of curves in Figures 5b and 8, a threshold 
ΘR=0.2 would be appropriate. 
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6   Summary and Conclusions 

In this paper we have shown that a DCT-based face verification systems that uses 
likelihood-ratio-based classifier, can be vulnerable to spoofing attacks using face 
images contaminated with white Gaussian noise. We presented a method of obtaining 
an automatic assessment of the quality of face images which can help in preventing 
such attacks. The quality assessment method uses a combined measure that takes into 
account both the compatibility of the input image with world and client models, and 
the �face-likeness� of the image. The latter is particularly necessary in systems based 
on local features modeled with GMMs, since the spatial relations between facial fea-
tures are not preserved in the models. 

7   Future Work 

We presented a combined quality assessment scheme for face images. The hybrid 
approach of this method gives a good global estimate of the quality of the image on 
the input of a face verification system. This estimate, however, gives no information 
as to why the quality is deteriorated, relative to the reference images. We are cur-
rently developing a set of techniques that allow a precise estimation of various quality 
measures of face images (localization, lighting, sharpness, etc.). 
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