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Abstract

To identify the author of a sample handwriting from a set
of writers, 100 features are extracted from the handwriting
sample. By applying feature selection and extraction meth-
ods on this set of features, subsets of lower dimensionality
are obtained. We show that we can achieve significantly bet-
ter writer identification rates if we use smaller feature sub-
sets returned by different feature extraction and selection
methods. The methods considered in this paper are feature
set search algorithms, genetic algorithms, principal compo-
nent analysis, and multiple discriminant analysis.
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1. Introduction

Writer identification is the task of determining the au-
thor of a sample handwriting from a set of writers [18]. Sur-
veys covering work in automatic writer identification and
signature verification until 1993 are given in [12, 18]. Re-
cently, a number of new approaches to writer identification
have been proposed. Said et al. [22] treat the writer iden-
tification task as a texture analysis problem using multi-
channel Gabor filtering and grey-scale co-occurrence ma-
trix techniques. Srihari et al. [3, 29] address the problem
of writer verification by casting it as a classification prob-
lem with two classes,authorshipandnon-authorship. Zois
et al. [31] base their approach on single words by morpho-
logically processing horizontal projection profiles. Edge-
based directional probability distributions and connected-
component contours as features for the writer identifica-
tion task are proposed in [2, 24]. Bensefia et al. introduce
graphemes as features for describing the individual proper-
ties of handwriting [1]. Leedham et al. [13] present a set of
eleven features which can be extracted easily and used for
the identification and verification of documents containing
handwritten digits. Hidden Markov Model (HMM) based

recognizers are used for the identification and verification
of persons based on their handwriting in [23].

In previous work, we have cast the writer identification
problem as a classification problem. In Hertel et al. [7] a
system for writer identification is presented that extracts
100 features from a handwritten text line. The features ex-
tracted include basic features such as slant and skew angle,
features computed from the connected components or the
enclosed regions of a handwriting, features extracted from
the lower and upper contour of a text line, and fractal fea-
tures. All the extracted features are then used by ak-nearest-
neighbor classifier that compares the extracted feature vec-
tor to a number of prototype vectors coming from writers
with known identity.

Good results were reported when using all 100 features
to determine the identity of a handwritten text line [7]. How-
ever, it is an open question whether the extracted features
are optimal or near-optimal. Actually, the features may not
be independent of each other or even be redundant. More-
over, there may be features that do not provide any useful in-
formation for the task of writer identification. We conclude
that there may exist subsets of features that perform as well
as, or even better than, the original set of features. Further-
more, using a smaller set of features results in a more ef-
ficient classifier with respect to both computation time and
memory requirements.

Feature extraction is the process of deriving a subset of
the original set of features in order to increase classifier ef-
ficiency and/or allow higher classification accuracy [11].
There are two different approaches to obtaining a subset of
features:feature selectionandfeature extraction. In feature
selection, a subset of the original set of features is selected
while in feature extraction, the features of the original fea-
ture set are first combined and then projected onto a space
of lower dimensionality.

In this paper, we apply common feature selection and ex-
traction methods to obtain a subset of features from the orig-
inal set of 100 features described in [7] to identify the au-
thor of a handwriting. The methods considered are feature
set search algorithms, genetic algorithms, principal compo-



nent analysis and multiple discriminant analysis. We com-
pare the writer identification rates and the dimensionality of
the feature subsets returned by the various methods.

The remainder of the paper is structured as follows. In
the next section, we give an overview of the feature selec-
tion and extraction methods we evaluated. The experimen-
tal setup is described in Section 3. In Section 4 our results
are presented and discussed. Section 5 concludes the paper.

2. Feature Selection and Extraction

We apply two groups of methods to our writer iden-
tification problem. The first group consists of feature set
search and genetic algorithms, while the second group in-
cludes methods which linearly combine the given features
and then project them onto a space of lower dimensional-
ity. In this section, we give a short overview of the three
groups of methods and present related work.

Feature set search algorithms address the problem of
finding a subset ofd features of a given set ofD fea-
tures. Since an exhaustive search is not possible if many fea-
tures are involved, a number of feature set search algorithms
have been proposed. An overview of early work on fea-
ture set search algorithms is given in [10]. In [19] floating
search methods are introduced, which dynamically change
the number of features included or excluded in the feature
set. Extensions to these algorithms, such as adaptive float-
ing search or oscillating search algorithms for feature selec-
tion, are presented in [27] and in [26], respectively.

A Genetic Algorithm (GA) is a stochastic algorithm in-
spired by natural evolution. GAs maintain a set of solutions
(called chromosomes) in a population. The chromosomes
evolve through successive iterations (called generations). In
each generation, the chromosomes are evaluated using a fit-
ness function and the fitter a chromosome is the higher is
its chance to be selected for inclusion in the next gener-
ation. To simulate the process of evolution, genetic opera-
tions such as crossover and mutation are applied to the chro-
mosomes. A detailed introduction to genetic algorithms is
given in [15]. GAs have been first applied to feature selec-
tion problems in [25] and [5]. In [20] work that combines
feature selection and data classification using genetic algo-
rithms is summarized.

Another approach to reducing the dimensionality of fea-
ture sets consists in linearly combining the original features
and then projecting the high-dimensional data onto a space
of lower dimensionality. There are two classical methods to
find an effective linear transformation. The first method is
Principal Component Analysis (PCA) which seeks a pro-
jection that bestrepresentsthe data. The second method is
Multiple Discriminant Analysis (MDA) which seeks a pro-
jection that bestseparatesthe data. MDA is an extension of
Fisher’s linear discriminant analysis from a two-class to ac-

class classification problem. PCA and MDA are discussed
in detail in [4].

To evaluate the merits of various feature selection and
extraction methods, a number of comparative studies have
been conducted. Ferri et al. [6] compare methods for large-
scale feature selection. In [11], algorithms that select fea-
tures for pattern classifiers are studied on small (0–9),
medium (20–49) and large scale (50–∞) feature sets. A re-
cent comparative study of different feature selection algo-
rithms is given in [16].

Related to writer identification, genetic algorithms have
been used to select feature subsets for handwritten character
[9] and handwritten digit recognition [17]. An overview of
recent work that uses genetic algorithms in character recog-
nition system is given in [8]. Zhang et al. present a novel
method for feature dimensionality reduction for the recog-
nition of handwritten numerals [30].

3. Experiments

3.1. Methodology

For all experiments, we use an Euclidean-distance based
5-Nearest-Neighbor (5-NN) classifier. This classifier deter-
mines the five nearest neighbors to each input feature vec-
tor and opts for the class that is most often represented. In
case of a tie, the class with the smallest sum of distances
is chosen. The number of nearest neighbors has been em-
pirically determined. The advantage of this classifier is its
conceptual simplicity and the fact that no classifier train-
ing is needed. In the baseline experiment, all 100 features
are used as prototypes for the 5-NN classifier to determine
the writer identification rate.

We evaluated the following sequential search methods:
Sequential Forward Search (SFS), Sequential Backward
Search (SBS), Sequential Floating Forward Search (SFFS),
and Sequential Floating Backward Search (SFBS) [10, 19].
SFS starts with the empty set of features. Then, at each step
one single feature to be added to the feature set is selected
from the remaining features so that the new, enlarged set of
features yields the highest writer identification rate deter-
mined by the 5-NN classifier on a validation set. The coun-
terpart of SFS is SBS, which starts with the full set of fea-
tures and iteratively removes one feature so that the new re-
duced set of features yields the highest writer identification
rate [10]. Both algorithms add (in the case of SFS) or re-
move (in the case of SBS) one single feature at a time and
no backtracking is possible. In contrast, in SFBS and SFFS
the number of features to be included or removed at each
step dynamically changes. Thus, the resulting dimension-
ality in respective stages of the algorithm is not changing
monotonously but is actually “floating” up and down [19].
The search in the forward direction is referred to as SFFS



and starts with the empty set of features. The search in the
backward direction is called SFBS and starts with the com-
plete set of features.

For the GA experiments, each of the 100 features ex-
tracted from a handwritten text line is represented by one bit
in a chromosome. A chromosome thus consists of a binary
vector of dimensionality 100. If a bit is set to one, the cor-
responding feature is selected, otherwise the feature is not
selected. The operators we use to generate the populations
of chromosomes are mutation and crossover. The mutation
operator flips one bit at a random position of a chromo-
some to produce a new chromosome. The crossover oper-
ator splits two chromosomes at a random position and com-
bines them to produce two new chromosomes. We use the
roulette wheel selection to select the two chromosomes to
perform the crossover operation, i.e., each chromosome in
the population is assigned a sector on a virtual wheel whose
size is proportional to its fitness value [15]. The fitness of a
chromosome is the writer identification rate achieved on a
validation set using the selected set of features in the 5-NN
classifier.

The population consists of 50 chromosomes in the GA
experiment. A run of the GA is terminated when the writer
identification rate does not improve within 50 generations.
The following, commonly used parameters are chosen. In
the initial population, 50 out of the 100 features are ran-
domly selected on each of the chromosomes. The mutation
rate is set to 0.02 and the crossover rate is set to 0.6. The
GAs are implemented using the GAlib package [28].

The Principal Component Analysis (PCA) algorithm
first computes the mean and variance of all feature vec-
tors and then normalizes mean and variance. Next the
covariance matrix and its eigenvectors and eigenval-
ues are calculated. The eigenvectors corresponding to
the M largest eigenvalues are retained and the input vec-
tors are projected onto the subspace defined by these eigen-
vectors. The vectors of this lower dimensional space are
then used in the 5-NN classifier.

Multiple Discriminant Analysis (MDA) is an extension
of Fisher’s linear discriminant analysis from a two class to
ac-class classification problem. Fisher’s linear discriminant
projects high-dimensional data onto a line and performs
classification in this one-dimensional space. The projec-
tion maximizes the distance between the means of the two
classes and simultaneously minimizes the variance within
each class. Again, the resulting vectors are used in the 5-
NN classifier.

3.2. Database and Training

In this paper, we use five pages of handwritten text from
each of 50 different writers. Our experiments are based on

pages of handwritten text from the IAM database [14]1. For
each writer between 27 and 54 text lines are available. Over-
all 1,830 text lines are used. For each writer, the set of avail-
able text lines is randomly split into five disjoint subsets of
approximately equal size.

In the baseline experiment, we use four of the five sub-
sets as prototypes for the 5-NN classifier (training set) and
the fifth set to determine the writer identification rate (test
set).

For the feature set search algorithms and the GA exper-
iments, one out of the five subsets is used as the test set.
The other four subsets are used, first, to evaluate the fitness
of the selected feature subsets and, subsequently, as proto-
types in the 5-NN classifier. To evaluate the fitness of a se-
lected feature subset, iteratively three out of the four subsets
form the prototypes of the 5-NN classifier and the remaining
set is used to measure the fitness of the feature subset un-
der consideration. Once the algorithm terminates with the
best feature subset, all of the four subsets are used as proto-
types for the 5-NN classifier and the final writer identifica-
tion rate is calculated on the test set.

In the PCA and the MDA experiments, we determine the
optimal dimension of the transformed feature subspace as
follows. Iteratively, we use three of the four subsets of the
training set as prototypes in the 5-NN classifier and calcu-
late the writer identification rate for a given dimension on
the fourth set. The average of the four rates thus obtained is
the writer identification rate for the dimension under consid-
eration. We select the dimension which produces the high-
est writer identification rate. Using this dimension, we use
all four subsets of the training sets in the 5-NN classifier
and calculate the final writer identification rate on the test
set.

4. Results and Discussion

In Table 1 the results of the different feature selection
methods are shown (bold face indicates statistically signifi-
cant improvements over the baseline experiment at the sta-
tistical significance level of 95% ). Using all 100 features
extracted from a text line in the 5-NN classifier, we ob-
tain a writer identification rate of 92.08% in the baseline
experiment. Among the four feature set search algorithms,
SBS achieves the best writer identification rate of 94.26%.
The two floating search algorithms, SFBS and SFFS, pro-
duce writer identification rates of 93.17% and 93.44% re-
spectively. The SFS algorithm yields an identification rate
of only 92.35%.

All of the four feature set search algorithms achieve bet-
ter writer identification rates than those obtained in the base-
line experiment. However, only the result obtained by the

1 The database is publicly available at: www.iam.unibe.ch/∼fki/iamDB



Experiment N. of Features Writer Id. Rate

Baseline 100 92.08%

SBS 42 94.26%
SFS 51 92.35%
SFBS 42 93.17%
SFFS 55 93.44%

GA 50 95.08%

PCA 59 92.35%
MDA 38 98.36%

Table 1. Writer identification rates achieved
using different feature selection methods.

SBS algorithm is statistically significantly better. In all four
cases, approximately half of the original features are se-
lected. This fact clearly shows that there are many depen-
dent or irrelevant features in the original feature set, and
by selecting a subset of these features we can improve the
writer identification rate.

The GA using the parameters described in Section 3
yields a writer identification rate of 95.08%. The subset se-
lected consists of 50 features. Note that the GA outperforms
all feature set search algorithms. This result is consistent
with the claim that GAs are suitable for large-scale prob-
lems and have high potential to find better solutions that
cannot be found by search algorithms [11].

In Table 1 also the writer identification rates for the two
feature selection methods, PCA and MDA, are shown. The
PCA method achieves a writer identification rate of 92.35%
with a subset that has 59 dimensions. However, the increase
of the writer identification rate over the baseline experiment
is statistically not significant. Using MDA, a writer identifi-
cation rate of 98.36% using 38 dimensions is achieved. This
improvement is statistically highly significant. It represents
the highest writer identification rate of all the feature selec-
tion and extraction methods evaluated in this paper. More-
over, MDA yields the smallest set of features.

To illustrate the behavior of MDA, in Figure 1 the writer
identification rate on the validation set is plotted as a func-
tion of the dimensionality of the transformed feature sub-
space. As can be seen from the plot, in this validation ex-
periment, with seven features only a higher writer identi-
fication rate is achieved than with the 100 features in the
baseline experiment on the test set, and an identification rate
higher than 95% is achieved using ten dimensions only.

All methods evaluated in these paper produce substan-
tially smaller feature sets. The feature set search and the GA
methods reduce the feature set size by approximately 50%.
PCA and MDA linearly combine all of the original features
to obtain new feature sets. From these new feature sets, the
best results are obtained using roughly one half (in the case
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Figure 1. Writer identification rate as a func-
tion of the dimensionality using MDA.

of PCA) or one third (in the case of MDA) of the given 100
features.

5. Conclusion

In this paper we have experimentally evaluated various
feature selection and extraction methods on the problem of
writer identification. The task is to identify the author of a
text line written by one of 50 writers. The original set of
features extracted from a text line is of size 100. We show
that feature selection and extraction methods can signifi-
cantly improve the writer identification rate using a substan-
tial smaller set of features.

Of the feature selection algorithms considered, GA out-
performs all four feature selection algorithms and yields a
significantly better result compared to the baseline experi-
ment using approximately half of the original 100 features.
Feature extraction using MDA achieves the best writer iden-
tification rate and a dimensionality reduction by two third of
the original features.

In the present work, we have used a simple 5-NN classi-
fier. In future work, we plan to use more complex classifiers
such as Neural Network, Support Vector Machine or Bayes
Classifier. Furthermore, we consider to implement other al-
gorithms such as oscillating search and non parametric dis-
criminant analysis (NDA), and compare them with the other
algorithms. Finally, we can combine the results obtained by
the different algorithms using a Multiple Classifier Systems
(MCS) [21] to further improve the writer identification rate.
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