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1 Choosing a Manifold
Table 1 shows all tasks using Office+ Caltech 10 with SURF feature. We can easily find that
spherical manifold has the highest accuracy with less computation time. The computation
time of Kendall’s manifold is close to the time of spherical manifold since only Log map
requires the singular value decomposition; while both Log map and Exp map require SVD
on Grassmannian manifold. Hence, classification using Grassmannian manifold will takes
longer computation time. Therefore, the spherical manifold appears best for classification.

Table 1: Accuracy and time of three manifolds using SURF feature
Sphere Kendall Grassmannian

Task accuracy time accuracy time accuracy time
C −→ A 55.6% 3.3s 55.4% 3.6s 55.6% 10.6s
C −→W 49.8% 2.8s 48.1% 3.0s 49.8% 5.4s
C −→ D 49.6% 3.0s 50.3% 3.1s 49.7% 5.3s
A −→ C 40.8% 1.8s 40.8% 1.9s 40.8% 4.5s
A −→W 34.6% 1.3s 38.6% 1.4s 33.2% 4.1s
A −→ D 34.4% 1.3s 32.5% 1.4s 34.3% 4.1s
W −→ C 26.9% 0.7s 26.0% 0.8s 26.9% 3.8s
W −→ A 35.6% 0.78s 25.8% 0.8s 27.7% 3.6s
W −→ D 74.5% 0.6s 74.5% 0.7s 74.5% 3.4s
D −→ C 30.0% 0.7s 29.5% 0.7s 30.0% 3.6s
D −→ A 32.9% 0.6s 33.1% 0.8s 32.9% 3.5s
D −→W 70.5% 0.5s 70.8% 0.6s 70.5% 3.6s
Average 44.6% 1.4s 43.8% 1.6s 43.8% 4.6s

2 GSM with Manifold Embedded Distribution Alignment
(MEDA)

It has three fundamental steps: 1) learn features from the manifold based on Gong et al. [1];
in our case, the features will be generated from our GSM method (from Alg. 1); 2) MEDA
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Figure 1: The error of three manifolds as column dimensionality grows.

uses dynamic distribution alignment to estimate the marginal and conditional distributions of
data; and, 3) construct a new classifier from previous steps. Please refer to Wang et al. [2] for
more details. The classifier ( f r) is defined as:

f r = argmin
∈∑

n
i=1 Hk

l( f r(Xki),yi)+η || f r||2K+

λD f r(Ds,Dt)+ρR f r(Ds,Dt)

(1)

where Xk is the learned features from GSM, || f r||K2 is the squared norm of f r; D f r(·, ·)
represents the dynamic distribution alignment; R f r(·, ·) is a Laplacian regularization; η ,λ ,
and ρ are regularization parameters. By training the classifier from Eq. 1, we can predict
labels of test data. we then combine our GSM model with MEDA model as shown in Alg. 2.

Algorithm 1 Principal Component Analysis for GSM

Input: X
′
S
>

with (d×N1)and X
′
T
>

with (d×N2)
Output: New projected matrix XS and XT

1: µS/T = 1
N1/ N2

∑
N1/ N2
i=1 X

′
Si/ Ti

>

2: If d <= N1/ N2

3: S = 1
N ∑

N
i=1(X

′
Si/ Ti

>−µS/T )(X
′
Si/ Ti

>−µS/T )
>

4: X
′
S/X

′
T = eigenvectors of S

5: Else
6: S = 1

N ∑
N
i=1(X

′
Si/ Ti

>−µS/T )
>(X

′
Si/ Ti

>−µS/T )

7: VecS/VecT = eigenvectors of S
8: X

′
S/X

′
T = X>S /X>T ×VecS/VecT

9: End
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Algorithm 2 Classification using GSM_MEDA
Input: X ′S,YS,X ′T ,YT , Sample size: N
Output: Accuracy of predictYT

1: Get XS and XT according to Alg. 1.
2: Sample (St ) N times between XS and XT
3: New_XS = X ′S ×[S0, · · · ,St , · · · ,S1]

New_XT = X ′T ×[S0, · · · ,St , · · · ,S1]
4: Train MEDA model ( f r classifier) using New_XS and YS, then predict the labels of New_XT using

trained f r classifier, and calculate the accuracy of predictYT .
where YS is the vector of labels of X ′S, and YT is the vector of labels of XT .
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