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ABSTRACT
Algorithms for protein structure comparison employ diverse
and effective representations of molecular shape. However,
they do not generally represent the shape of the electro-
static potential field, except at the molecular surface. This
approach neglects the geometry of the field on the outside of
the molecular surface, where electrostatic focusing can play
an important role in molecular recognition: Narrow clefts
and grooves can partially shield charged atoms from the high
dielectric solvent, enhancing potentials inside the cavity and
projecting the lines of the electric field outwards from the
cavity. This interplay between molecular shape and elec-
trostatic potential is an essential means of recognition in
many biomolecular systems. To leverage this phenomenon
for more accurate protein structure comparison algorithms,
this paper presents the first comparative representation of
the region where focusing occurs. We first verified our rep-
resentation in a case study of superoxide dismutase, where
electrostatic focusing was first observed. Our method ac-
curately identified the site where electrostatic focusing was
established in the past. We then applied our representa-
tion to compare regions of electrostatic focusing with the
positions of charged amino acids, to determine where they
coincide. Over 866 protein-DNA complexes, our represen-
tations correctly detected the enrichment of arginines that
contact regions of electrostatic focusing in the minor grooves
of DNA. These results indicate that our novel methods pre-
cisely represent and accurately compare regions where elec-
trostatic focusing occurs. They also describe a novel and
elegant technique for seamlessly integrating molecular shape
and electrostatic focusing into the same structure compari-
son framework.
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Figure 1: Boolean Set operations on three dimen-
sional solids (left) can detect regions where two
solids coincide (intersection), where either solid oc-
cupies space (union), or regions inside one solid and
not inside the other (difference).

1. INTRODUCTION
Electrostatic interactions are a major contributor to molec-
ular recognition in biological systems [17,20,21,33–35,41,44,
49,58]. Attractive and repulsive forces derived from charged
atoms can be influential over considerable molecular dis-
tances, giving them a considerable impact on binding affin-
ity [18, 56, 57, 59, 62] and especially on binding specificity
[18, 37, 52] because of differential positioning and the en-
ergetic cost of displacing solvent [24, 31]. For algorithms
that analyze and compare protein structures, precisely rep-
resenting electrostatic influences is crucial for detecting in-
fluences on specificity or similarities in biochemical function
(e.g. [26]).

One aspect of electrostatic potential fields not frequently
represented in structure comparison algorithms is electro-
static focusing [20]. This effect occurs in narrow molecular
cavities where it enhances potentials inside the cavity and fo-
cuses electric field lines into the high dielectric solvent. First
observed in superoxide dismutase [20], this phenomenon is
general, has often been observed broadly among proteins [39]
and DNA [45]. Our paper presents the first algorithm for in-
tegrating the analysis of electrostatic focusing into the com-
parison of protein structures.

Specifically, we describe how to represent the region where
electrostatic focusing occurs as a three dimensional solid.
This representation is computationally identical to existing
solid representations of binding site shape, which can be
compared with Boolean set operations [11] (Figure 1). As
a result, the shape of the focusing region can be compared
independently, without considering atomic structure, or it
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Figure 2: Representing the Focusing Region. (a) The lattice (grey), surrounding the focusing region (teal).
(b) Interior points (red), exterior points (yellow). (c) Edges that connect an interior to an exterior point
(bold) (d) boundary points (white). (e) Partial lookup table of triangle configurations. (f) Output triangles
(dark lines) that approximate the boundary of the focusing region.

can be modified by atomic structure, to provide an inte-
grated analysis. Given that influences on binding specificity
can already be identified by solid representations of protein
binding sites [7, 8], the integration of electrostatic focusing
represents an opportunity to detect a second, nearly orthog-
onal range of influences on specificity.

In our results, we demonstrate the accuracy of our method
for representing regions of electrostatic focusing in a case
study on superoxide dismutase. We then verify our meth-
ods at a large scale on 866 protein-DNA complexes: Using
Boolean set operations, we compare the position of the focus-
ing region in the minor grooves of DNA with the placement
of amino acids from proteins in complex with the DNA. Our
results point to wide applications in protein engineering or
for determining specific influences on molecular recognition.

2. RELATED WORK
Algorithms for protein structure comparison widely label ele-
ments of protein structure with information relating to elec-
trostatic potential. This approach is most convenient for
algorithms that represent atoms or amino acids as points in
space [9,36,38,47,48,50,51], distance matrices [19] or as geo-
metric graphs [16,61], because label assignment is made to a
discrete entity. Comparison algorithms of this nature build
correspondences between atoms or amino acids with similar
biological or chemical qualities. Once the correspondence
is constructed, geometric similarity is measured using least-
squares methods [22, 55]. In these representations, labeling
affects comparison by changing the rules by which point-to-
point correspondences are generated (e.g. [10]): They insist
that geometric comparisons only be made between atoms or
amino acids with similar electrostatic properties.

A second general approach to structure comparison is to rep-
resent proteins according to their solvent-accessible surface
[13,30], often referred to as the molecular surface. The sur-
face itself is often described with triangular meshes [27,46],
three dimensional grids [29], alpha shapes [4, 14], or spher-
ical harmonics [23, 25, 42]. In such cases, the electrostatic
potential field can be represented at points on the molecular
surface [27]. Surface points are crucial because they rep-
resent the field at interfaces that make contact with other
molecules.

In all of these representations, electrostatic information is
generally recorded in atom identities or charges, or as po-
tentials on the molecular surface. These approaches do not
represent the shape of the field in the space outside the pro-

tein, where it influences other molecules. For example, in
superoxide dismutase, without accounting for electrostatic
focusing, there is no “window” of electrostatic potential by
which charged substrates can be attracted to the active site
from long distances [28]. Existing methods cannot anyway
represent this window, but after the enhancement caused by
electrostatic focusing is accounted for, the presence of this
window is obvious. The isopotential window can be easily
visualized with software like GRASP [38].

This work provides the first evidence that electrostatic focus-
ing can also be leveraged in the comparison of protein struc-
tures, once an adequate representation can be established.
Our representation delineates a tight boundary around the
region where potentials are enhanced, enabling the shape of
the focusing region to be compared with Boolean set oper-
ations. Furthermore, unlike existing methods, our represen-
tation is entirely independent of molecular shape, enabling
the focusing region to be represented outside the molecular
surface.

3. METHODS
First, we describe our method for representing the region of
electrostatic focusing. To evaluate this method on a large
scale, we require the identification of amino acids in contact
with the minor groove in DNA. Thus we present, second,
our method for detecting which amino acids are in the minor
groove. Finally, we describe the way we compare the region
of electrostatic focusing with the positions of amino acids,
and the structure of our experimental data set.

3.1 Generating the Focusing Region
Our approach, inspired by Marching Cubes [32], accepts as
input a structure file from the Protein Data Bank (PDB) [3],
a threshold K which defines the degree of focusing (used

throughout this paper), and a resolution parameter (.5 Å in
this work) that controls the geometric detail of the output.
As output, our method generates a triangular mesh that
bounds the region of electrostatic focusing.

The field of electrostatic potential surrounding the input
molecule can be evaluated with uniform and nonuniform di-
electric models. The potential field evaluated with uniform
dielectric, ΦU , represents the interior of the input molecule
with the same high dielectric as the surrounding solvent. As
a result, potentials in ΦU are not influenced by the shape
of the input molecule: no focusing occurs in ΦU . In con-
trast, the potential field evaluated with a nonuniform di-
electric, ΦN , represents the interior of the input molecule
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Figure 3: Finding amino acids in the minor groove. (a) Atoms from DNA chains in 1HLZ, from the PDB
(spheres). (b) Molecular surface of DNA (transparent yellow), phosphates in DNA backbone (magenta). (c)
Catmull-Rom spline (grey). (d) Diagram of triangle ribbon assembly, corner points (green circles), triangle
edges (black lines). (e) Finished ribbon (transparent yellow) (f) Finished ribbon (teal). On the molecular
surface of DNA (black outline), blue regions are distant, white regions intermediate, red regions are nearby the
ribbon. (g) Atomic structure of DNA, rotated (spheres). Ribbon (transparent yellow), arginine intersecting
the ribbon and the minor groove (yellow, black outline).

as having a low dielectric, causing focusing to occur. At
any a given point in space p, we can evaluate f(p), the
degree of electrostatic focusing at p, with the expression
f(p) = |ΦU (p)−ΦN (p)|.

We use DelPhi [43] to compute the two potential fields cor-
responding to uniform and nonuniform potential fields men-
tioned above. For the nonuniform dielectric model, we assign
an intramolecular dielectric constant of 4 [53], and for the
uniform model, we assign 79.9. We use a 0.145M salt con-
centration and the AMBER [40] force field for partial charges
and atomic radii. Three focusing steps are performed with
Delphi on all structures.

Once we have computed both potential fields, we construct a
polyhedral surface that approximates the three dimensional
boundary of the focusing region. First, we create a three
dimensional axis aligned cubic lattice that encloses the en-
tire molecule (Fig. 2a). We describe this lattice in terms
of lattice points, lattice segments and lattice cubes. Lattice
points are placed incrementally along each axis, forming a
grid. The incremental spacing is set by output resolution.
Adjacent lattice points on the same axis form a lattice seg-
ment. 12 adjacent lattice segments form a lattice cube.

Second, we determine if each lattice point is inside the region
of focusing. A point p is inside the region of focusing if
f(p) > K, otherwise it is outside, as illustrated in Fig. 2b.

Third, we find all lattice segments that have one point inside
and another point outside the region of focusing (Fig. 2c).
On each segment, we find the point where f(p) = K using
linear interpolation. These “boundary points” approximate
the boundary of the region of focusing (Fig. 2d).

In the final step, we approximate the surface bounding the
region of focusing. For any lattice cube, each of it’s eight cor-
ners are either inside or outside the focusing region, creating
up to 256 inside-outside permutations. We use a look up

table (e.g. Fig. 2e), detailed elsewhere [32], to connect each
permutation to a triangular approximation of the boundary
surface as it passes through the cube. With the boundary
points computed above, we use the triangular approximation
to create and store triangles corresponding to each lattice
cube. The collection of all triangles from all cubes forms a
surface that approximates the region of focusing (Fig. 2f).

3.2 Representing the minor groove of DNA
Given a protein-DNA complex as input, this section de-
scribes a method for detecting amino acids that enter the
minor grove of the DNA. The overall approach is to build
a ribbon that connects the phosphate atoms over the minor
groove, and then to determine which amino acids intersect
that ribbon.

Beginning with a PDB structure containing DNA in com-
plex with protein, we begin by separating the DNA from
the protein (Fig. 3a). We then use the find-pair program
within X3DNA [63] to detect paired nucleotides within the
complex. Unpaired nucleotides or those that lack a phos-
phate atom are ignored. The pairing enables us to divide
the input into pairs of chains. For each chain, we identify
the phosphate atom of each nucleotide (Fig. 3b). We use
the phosphate atom as a control point in a Catmull-Rom
spline [5].

Catmull-Rom splines are a class of piece-wise functions that
specify the position of a point along a curve using a number
of control points. For a Catmull-Rom spline c(t),

c(t) = [1 t t
2
t
3]

⎡
⎢⎢⎣

0 2 0 0
−1 0 1 0
2 −5 4 −1
−1 3 −3 1

⎤
⎥⎥⎦

⎡
⎢⎢⎣

Pi−2

Pi−1

Pi

Pi+1

⎤
⎥⎥⎦

where the spline is parametrized by the variable t and inter-
polates between the control points Pi. With this equation,
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the segments at the end of each spline cannot be calculated,
so we add a linearly extrapolated virtual phosphate beyond
the end in each direction. The result is a spline with a con-
tinuous derivative (i.e. lacking in sharp corners) that fluidly
approximates a path through the backbone phosphates (Fig.
3c).

Next, between each successive control point, we place five
intermediate points along the spline. If there are k control
points, combining the control points with these new inter-
mediate points results in a total of 6k - 5 corner points,
designated ca0 , c

a

1 , .., for a spline a. We follow this procedure
to generate splines for paired phosphate backbones in the
input complex, which we refer to as splines a and b.

After generating corner points for both splines, we begin
generating triangles between the splines as follows: We begin
with the first corner points of each spline, ca0 and cb0, on one
end of the DNA. We mark ca0 and cb0 used. We then measure
the distance da between points ca1 and cb0 and the distance
db between ca0 and cb1. If da is smaller than db, we designate
ca1 the next point, otherwise this designation is assigned to
cb1. For example, in Fig. 3d, the distance between ca3 and
cb1 is larger than the distance between ca2 and cb2, causing
us to select cb2 as the next point. The next point defines
a new triangle using the last two used points and the next
point. We add the new triangle to a list of triangles that
defines the ribbon, and then we also mark the next point
used. This triangle generation process then repeats with the
last two used points.

The result of the triangle generation process is a ribbon
of edge-adjacent triangles (see Fig. 3e) that minimize the
length of the edges that extend between the splines. This
minimization causes the triangles to always cover the mi-
nor groove (e.g. Fig. 3f), except, in theory, if the DNA is
in a highly nonstandard conformation. That effect was not
observed in our data.

We define amino acids inside the DNA minor groove as hav-
ing at least one atom that intersects the ribbon defined in
Section 3.2. We detect atom-ribbon intersections by measur-
ing the distance from the center of the atom to any triangle
of the ribbon. If the distance is within the Van der Waals
radius of the atom (based on this reference [6]), we say the
triangle and the atom intersect (e.g. the arginine on Fig.
3g).

3.3 Comparing the focusing region
We use VASP [11] to compare the position of the focusing re-
gion in the minor grooves of DNA with the position of amino
acids from proteins in complex with the DNA. As input, we
begin with the region of focusing and the structure of an
amino acid. First, we generate the molecular surface of the
amino acid using the Trollbase library from GRASP2 [38].
Since molecular surfaces are closed surfaces, we can interpret
them as three dimensional solids, enabling them to be com-
pared with Boolean set operations. We then compute the
Boolean intersection (e.g. Figure 1) between the region of
focusing and the amino acid. The volume of the intersection
region measures how much the intersection region and the
amino acid coincide in space.

Figure 4: A cross-section of the region of electro-
static focusing in superoxide dismutase. The molec-
ular surface of superoxide dismutase is shown in teal.
The region of electrostatic focusing, where the uni-
form dielectric potential field and the nonuniform
dielectric potential field differ by at least 2kt/e, is
shown in transparent yellow. The cavity region
where considerable focusing is occurring is indicated
by the dotted rectangle. A copper ion cofactor is
shown as a grey sphere.

3.4 Data preparation
To evaluate the accuracy of our methods, we use two data
sets. The first is a case study on Cu-Zn Superoxide Dismu-
tase (PDB: 2SOD). Charges in Superoxide Dismutase were
assigned according to [28]. Most notably His-41 was assigned
a charge of +1 and His-61 was assigned -1 (charges were split
between the ring nitrogens), as discussed here [1,15,54].

The second is composed of 884 DNA-protein complexes an-
alyzed first by Rohs and coworkers [45]. From this list, PDB
entries 1GJI, 1EGW, 1R71, 2W7N, 3L4J, 3L4K, 3N78, 3N7B
and 3OD8 were eliminated because of missing nucleotide side
chains, and 3HJF, 3HK2, 3HM9, 3HO1 and 3HVR were
eliminated for lacking paired DNA chains. 2XSD was re-
moved because its generated in error in Delphi.

In the remaining 866 structures, we removed ions, dupli-
cated atoms, and waters. Protonation was corrected using
the reduce program (ver. 3.14) [60] from MolProbity [12].
Potential fields were computed with DelPhi 5.1 [43].

3.5 Implementation Details
After computations with Delphi are complete, computing the
focusing region required an average of 3 seconds on one core
of an AMD Opteron 6128 with 2 gigabytes of random access
memory (RAM) per core. These processors were part of
Corona, a 1040 core cluster at Lehigh University. Visualiza-
tion for figures 3, 4, and 6 was performed with in-house soft-
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Figure 5:

ware using OpenGL on video cards with the Nvidia Geforce
GT 330 chipset. Cross-sectional views in Figures 4 and 6
were computed with Boolean set operations.

4. EXPERIMENTAL RESULTS

4.1 Case study: Superoxide dismutase
To demonstrate the accuracy and applicability of the meth-
ods described here, we first demonstrate that our method
detects regions near protein structures that correspond to es-
tablished instances of electrostatic focusing. For this demon-
stration, we use Superoxide dismutase (SOD). Superoxide
dismutase catalyzes the dismutation of superoxide, a toxic
compound, into oxygen and hydrogen peroxide. This action
prevents the highly active superoxide from reacting with sen-
sitive chemicals in biological systems, or from forming other
damaging compounds [2].

SOD functions by attracting superoxide molecules into its
active site with an electric field. The strong positive charge
attracts the negatively charged superoxide, enabling the en-
zyme to catalyze reactions. However, if we evaluate the po-
tential field using the uniform dielectric model, the entire
protein appears, from a long distance, to be enclosed by
negative potential [28]. If this was true, SOD would repel
its own substrates. Klapper and coworkers [28] resolved this
dilemma when they observed that electrostatic focusing in a
nonuniform dielectric model enhances potentials inside the
cavity and makes the positive potential of the cavity de-
tectable at long distances.

Beginning with the structure of SOD (PDB: 2SOD), we
evaluated the region where the electrostatic potential is en-
hanced by more than 2 kT/e (e.g. K > 2). In a thin layer at

most 1 Å in depth, the focusing region covered parts of the
molecular surface on the exterior of the protein, but it en-
tirely filled the binding cavity, which is nearly 8 Å in depth
in some places. This effect is illustrated in Figure 4 with a
cross section of SOD that cuts directly through the cavity
region, showing the concentration of electrostatic focusing
in the cavity. We also observed this concentration at several
other potential differences (K = {1.5 kT/e, 1.0 kT/e, 0.5
kT/e}). These observations localize electrostatic focusing in
exactly the same region as that identified by Klapper and
coworkers, illustrating the accuracy of our method.

4.2 Focusing in Protein-DNA Complexes
Proteins take advantage of many aspects of DNA sequence
and shape in order to selectively recognize regions on the
double helix. In 2009, Rohs and coworkers observed that
narrowness in the minor groove, electrostatic focusing inside
the groove and arginine binding were strongly correlated [45].
Arginines in the minor groove under these circumstances
were particularly enriched over other amino acids. These
observations, on a large number of protein-DNA complexes,
revealed a mode of protein-DNA interaction that depends
on electrostatic focusing.

In this work, we reproduced part of these observations to test
the accuracy of our method. First, we counted the number
and type of amino acids that intersected the minor groove
in every DNA-protein complex, using the method described
in section 3.2. These totals are plotted in the top of Fig-
ure 5, and they reproduce the same strong enrichment of
arginines contacting the minor groove, as observed by Rohs
et al. [45]. Lysines, the other amino acid with a distinctly
positive net charge and a natural electrostatic complement
to the negatively charged DNA, were also enriched in the
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minor groove.

Next, for every DNA structure, we generated the focusing
region with K = 1kT/e. For each amino acid in contact
with the minor groove, as identified above, we compared the
region occupied by the focusing region with the region occu-
pied by the amino acid, using VASP as described in section
3.3. Categorizing the data by amino acid type, we com-
puted the average volume of intersection between each type
of amino acid and the focusing region. These data are plot-
ted in the bottom of Figure 5. Arginines occupied an average
of 25.9 Å3 inside the focusing region, 72% greater than the
second largest occupants, methionines (15.1 Å3), and double
or nearly double that of all other amino acids. These results
thus reproduce earlier observations that arginines are en-
riched in regions of electrostatic focusing [45], verifying the
accuracy of our methods.

The variations in electrostatic focusing that occur in the
minor groove can be significant. Figure 6 illustrates close-
up views of two different regions in the minor groove (from
pdb 1HF0). In Figure 6b, an arginine residue occupies the
entire depth of the focusing region, where it can completely
immerse its guanidinium group. Ten base pairs away, where
the minor groove is wider, the focusing region occupies only
a thin film 1 Å in depth.

5. CONCLUSIONS
We have presented a novel computational representation of
regions where electrostatic focusing occurs. Our representa-
tion enables the focusing region to be compared as a three
dimensional solid with Boolean set operations. Our methods
are also the first enable the region of electrostatic focusing
to be explicitly visualized.

We demonstrated the accuracy of our method in a case study
of superoxide dismutase, the protein on which electrostatic
focusing was first observed [28]. We showed that electro-
static focusing occurs to some extent throughout the sur-
face of the protein, but that focusing inside the binding site
was particularly significant. In this case, our representation
enabled us to visualize the region where focusing occurs,
but because the region was represented as a three dimen-
sional solid, its shape could be readily compared with exist-
ing methods (i.e. VASP [11]). This comparison capability
creates new opportunities for a detailed analysis of the elec-
trostatic character of multiple binding sites, pointing to new
applications in protein engineering and for determining in-
fluences on binding specificity. We also demonstrated, at a
large scale, that our method capably represents the char-
acter of electrostatic focusing in the minor groove of DNA.
Specifically, we verified that our representation correctly de-
tected the enrichment of arginines in regions of electrostatic
focusing, as observed earlier by Rohs at al. [45].

The results presented here are the first to show that electro-
static focusing can be represented and compared as a geo-
metric entity. This representation captures a crucial aspect
of the electrostatic field outside the molecular surface, where
it influences other molecules, and it is the first representa-
tion to enable the geometry of the focusing region to be
seamlessly integrated into geometric comparisons of molec-
ular shape. Having tested our methods in detail and on

Figure 6: Variations in electrostatic focusing in the
minor groove. The molecular surface of DNA (pdb:
1HF0) is shown in teal and the surface of the fo-
cusing region at K = 1kT/e is shown in transparent
yellow. The top two figures illustrate a cross section
of the minor groove of DNA (black box) where elec-
trostatic focusing is occurring, both without (A) and
with (B) bound arginine. The bottom figure illus-
trates a different region of the minor groove (black
box) where less focusing is occurring.

a large scale, and also on both proteins and DNA, our re-
sults represent an initial proof of concept that electrostatic
focusing can be broadly and robustly applied in structural
comparison algorithms.
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