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#### Abstract

We present a new three dimensional representation of hydrogen bond donors and acceptors as spherical cones. The conical representation describes the range of bond lengths and bond angles at which a hydrogen bond can form. We hypothesized that three dimensional intersections of these cones can predict the formation of hydrogen bonds and potentially their contribution to protein-protein interactions. As a result, this representation enables a new technique for identifying similarities in bond formation and bond geometry.


## I. Introduction

Algorithms for protein structure comparison often consider a wide range of biophysical mechanisms. The similarities they detect, often in binding site geometry [3], [10], [13], [20] and electric fields [11], [13], can reveal proteins that catalyze the same chemical reactions [4], [9], [16] or proteins with remote evolutionary relationships [12]. Differences in patterns of steric hindrance [5] or electrostatic complementarity [2] can point to variations that select different binding partners. Throughout, the algorithmic representation of the protein and its biophysical mechanisms performs a central role in achieving precise and accurate comparison. Nonetheless, some representations of biophysical mechanisms have been studied more than others. Many methods describe the atoms of proteins as collections of points in space (e.g. [21]), or the solvent accessible surface of proteins as triangular meshes (e.g. [1], [18]). In contrast, few techniques compare the geometry and angular tolerances of intermolecular hydrogen bonds, although bond tolerances play a critical role in techniques for assessing molecular rigidity ( [17], [19]).

The specific problem addressed in this paper concerns the case where protein structures are arranged in potentially interacting positions, and it is of interest to assess the degree of compatibility between all potential intermolecular hydrogen bond donors and acceptors. We will assess compatibility of particular donors and acceptors for forming a hydrogen bond not only in that they satisfy acceptable bond length and angle limits, but also that margins exist within these limits for motion by the donor and acceptor without breaking the hydrogen bond. This novel capability, explored first in this paper, enables us to identify donors and acceptors that could


Fig. 1. A spherical cone.


Fig. 2. A hydrogen bond between Barnase E76 and Barstar R59 (pdb: 1brs). Spherical cones (angle $90^{\circ}$ and slant height $2.3 \AA$ ), illustrate potential bond angles and lengths between donor and acceptor. The hydrogen bond hydrogen is not shown, for clarity.
be removed through mutation to modify binding preferences. We hypothesize that donor-acceptor pairs that satisfy hydrogen bonding limits with the largest margins will be the biggest contributors to binding specificity.

We approach this problem by representing the limits of bond length and angle formation around donors and acceptors using a spherical cone (Fig. 1). Our representation positions one spherical cone at the donor atom, and a second spherical cone at the acceptor atom, and we measure the volume of intersection between these cones in order to estimate the margin of hydrogen bond flexibility (e.g. Fig. 2). We determine the geometry of this intersection using an enhanced version of pClay [7], [8], a parallel algorithm we developed for computing constructive solid geometry operations (CSG) on analytically defined mathematical primitives (Fig 3a). Our enhancements enable CSG operations on a spherical cone primitive that can be made arbitrarily precise, to machine precision, and in parallel on modern multicore architectures.

Our results examine two ways in which spherical cone representations of hydrogen bond donors and acceptors can be used to analyze protein-protein complexes. First, we evaluated how effectively pairs of spherical cones can predict the presence of hydrogen bonds. Second, we evaluated how closely the volume of intersection within a spherical cone pair reflects the contribution of the resulting hydrogen bond to binding affinity. Rather than relying on general thresholds for hydrogen bond lengths and angles, we compared our findings directly to observations of hydrogen bonds from the structural literature, to ensure the most accurate evaluation of our findings. Our results point to new ways to evaluate the existence and similarity of hydrogen bonds from protein structures and models.

## II. Methods

## A. Definitions

A spherical cone (Fig. 1) is a subset of a sphere defined by the intersection of the sphere and an infinite cone whose apex is at the center of the sphere. The base of the spherical cone is a circle at the intersection of the sphere's surface and the cone's surface. We define each spherical cone by its apex $a=\left(a_{x}, a_{y}, a_{z}\right)$, the apex of the cone, its slant height $l$, a line from the apex to any point on the base, its perpendicular vector $\vec{v}=v_{x} \hat{\imath}+v_{y} \hat{\jmath}+v_{z} \hat{k}$, a vector pointing from the apex to the center of the base, and its angle $\alpha$, the angle between the perpendicular vector and the slant height.

CSG operations approximate set theoretic computations defined on closed sets in three dimensions, which in this are always unions, intersections, or differences. While we define spherical cones as mathematically exact geometric solids, the final output from a CSG operation is an approximation of the exact set theoretic operation, and it is returned as a triangular mesh, which we visualize later in this paper. Multiple CSG operations can be performed at once, to avoid the accumulation of error from this mesh translation.

## B. Requirements for CSG operations

We compute CSG operations on spherical cones using pClay [8], a parallel, variable-precision implementation of marching cubes [14] that performs CSG operations on mathematically exact geometric primitives. To make this possible, we defined a spherical cone primitive, which requires three specific functions for the primitive to be implemented. They are containsPoint(), intersectSegment(), and findSurfaceCubes(). These functions are defined as follows:
containsPoint( p ) begins with any point p in three dimensions and determines if p is inside or outside the solid. When $p$ is on the surface of the spherical cone, it is considered inside. intersectSegment(s) begins with a line segment $s$ and finds all points where $s$ intersects the surface of the operand, as well as the interior or exterior state of each subsegment between intersections. Finally, given a cubic lattice 1 that surrounds the cone, findStartingCubes(l) finds a few cubes of the lattice where at least one corner of the cube is inside and one corner is outside the cone. Cubes that satisfy this property are called surface cubes. findStartingCubes() supports a function called findAllSurfaceCubes(), which is implemented once for all primitives. This process begins with the surface cubes identified by findStartingCubes, and, following a parallel breadth first search, it walks the lattice along the surface of a cone in order to identify all surface cubes. To accelerate intersections, a bounding box method, GetInternalBoundingBoxVertices(), defines the bounding box of a spherical cone; it is used to avoid marching cubes computations that are not necessary.

## C. Marching Cubes on Spherical Cones

While pClay supports multiple geometric primitives and CSG operations, we leave the general description to earlier work [8]. Here, we paraphrase the process as it would be applied to compute the intersection of two cones. First, we define a cubic lattice $l$, oriented to the $x, y$, and $z$ axes. Each cube in $l$ will have sides equal to $r$. The boundary of $l$ is selected so that there are an integer number of cubes in each of the three dimensions, and that both operands are contained completely within $l$ (Fig. 3c).

Once we have defined the $l$, we call findStartingCubes $(l)$ on both of the input cones, finding several surface cubes on each cone (Fig. 3d). Next, for each set of starting cubes $c$, we call findAllSurfaceCubes ( $c$ ), in order to identify all cubes of the lattice that are surface cubes for each cone (Fig. 3e). Using containsPoint(), this process determines the interior/exterior state of the corners of these cubes in relation to specific solids (Fig. 3f). We then compute the interior/exterior state of these points in relation to all other solids in an embarrassingly parallel manner. Once this information is computed, a logical operation based on the desired CSG operation determines whether the corner of each cube is interior or exterior to the final output region (Fig. 3g). This process identifies the subset of cubes identified by the findAllSurfaceCubes() functions that will be surface cubes of the output region.

On the resulting cubes, we find all segments $s$ that will connect a corner that is interior to the output region to a


Fig. 3. CSGoperations on spherical cones. a. CSG union ( $\cup$ ), intersection ( $\cap$ ), and difference operations ( - ) performed on input solids (white, dotted outlines) and their outputs (yellow). b. two spherical cones. c. The lattice 1 (gray grid). d. starting cubes for the red cone (top, black squares), and the blue cone (bottom, black squares). e. All surface cubes for the red cone (top, red squares), and blue cone (bottom, blue squares). f. Cube corners for both cones, with interior corners shown as red dots and exterior corners shown as yellow dots. g. After the logical operation, corners interior to the output intersection are shown as red dots and exterior corners are shown as yellow dots. h. segments that connect an interior corner to an exterior corner (heavy black segments). i. Segment intersections with the output surface (white dots). j. Final output surface generated from segment intersections.
corner that is on the exterior (Fig. 3h), and find the point along these edges that intersects the output surface, using intersectSegment ( $s$ ) (Fig. 3i). This process is computed in parallel and stored in a datastructure that avoids duplication, ensuring that once it is computed for one cube, it will never be computed again for the adjacent cubes that share the segment.


Fig. 4. Two superposed spherical cones.

Finally, once all edge intersections have been compled in the manner above, we generate triangles within each surface cube of the output region (Fig. 3j). Triangle topology is defined using a lookup table based on the corners that are interior or exterior to the cube, even though the exact position of triangle corners depends on the input data. The set of all triangles generated in this manner produces a closed triangular mesh that approximates the output region (Fig. 4,5). What remains is then to describe how containsPoint(), intersectSegment(), and findSurfaceCubes() is defined for a spherical cone primitive.

## D. ContainsPoint(p)

Given a point $p=\left(p_{x}, p_{y}, p_{z}\right)$. To determine if $p$ is in the spherical cone, we have to show that $p$ is in both the sphere and the cone. Thus, it is sufficient to show that the euclidean distance from $a$ to $p$ is less than $l$ and the angle of $\overrightarrow{a p}$ and $\vec{v}$ is less than $\alpha$. Suppose $\overrightarrow{a p}=m_{x} \hat{\imath}+m_{y} \hat{\jmath}+m_{z} \hat{k}$. Thus, the point $p$ is in the spherical cone if $p$ satisfies the following inequalities.

$$
\begin{align*}
& \left(a_{x}-p_{x}\right)^{2}+\left(a_{y}-p_{y}\right)^{2}+\left(a_{z}-p_{z}\right)^{2}<l^{2}  \tag{1}\\
& \frac{m_{x} v_{x}+m_{y} v_{y}+m_{z} v_{z}}{\sqrt{m_{x}^{2}+m_{y}^{2}+m_{z}^{2}} \sqrt{v_{x}^{2}+v_{y}^{2}+v_{z}^{2}}}>\cos (\alpha) \tag{2}
\end{align*}
$$

Equation 1 restricts the point $p$ to being within the sphere of proper radius by using the euclidean distance (Fig. 6), and equation 2 restricts the point $p$ to being within the proper angle by using the dot product (Fig. 7).


Fig. 6. $\mathbf{p}$ violates equation 1


Fig. 7. $\mathbf{p}$ violates equation 2

## E. IntersectSegment(S)

Let $S$ be a line segment parameterized over $t \in[0,1]$. Suppose $S=\left\{\left(s_{x}+d_{x} t, s_{y}+d_{y} t, s_{z}+d_{z} t\right) \mid t \in[0,1]\right\}$. Since intersection points of $S$ and the spherical cone are on either slant surface or spherical surface, it is sufficient to find all points where $S$ intersects the sphere and the cone, and then remove all points those are not contained in the spherical cone. To find intersection points on the slant surface, we have to find all points $p=\left(p_{x}, p_{y}, p_{z}\right)$ such that the angle between $\overrightarrow{a p}$ and $\vec{v}$ is equal $\alpha$, and the euclidean distance from $a$ to $p$ is less than $l$. Also, to find intersection points on the spherical surface, we have to find all points $p=\left(p_{x}, p_{y}, p_{z}\right)$ such that the angle between $\overrightarrow{a p}$ and $\vec{v}$ is less than $\alpha$, and the euclidean distance from $a$ to $p$ is equal $l$. Suppose $\overrightarrow{a p}=m_{x} \hat{\imath}+m_{y} \hat{\jmath}+m_{z} \hat{k}$. Thus, the point $p$ is an
intersection of $S$ and the spherical cone if $p$ satisfies either one of the following systems.

## System I: Intersection on Slant Surface

$$
\begin{align*}
& \left(a_{x}-p_{x}\right)^{2}+\left(a_{y}-p_{y}\right)^{2}+\left(a_{z}-p_{z}\right)^{2}<l^{2}  \tag{3}\\
& \frac{m_{x} v_{x}+m_{y} v_{y}+m_{z} v_{z}}{\sqrt{m_{x}^{2}+m_{y}^{2}+m_{z}^{2}} \sqrt{v_{x}^{2}+v_{y}^{2}+v_{z}^{2}}}=\cos (\alpha) \tag{4}
\end{align*}
$$

System II: Intersection on Spherical Surface

$$
\begin{align*}
& \left(a_{x}-p_{x}\right)^{2}+\left(a_{y}-p_{y}\right)^{2}+\left(a_{z}-p_{z}\right)^{2}=l^{2}  \tag{5}\\
& \frac{m_{x} v_{x}+m_{y} v_{y}+m_{z} v_{z}}{\sqrt{m_{x}^{2}+m_{y}^{2}+m_{z}^{2}} \sqrt{v_{x}^{2}+v_{y}^{2}+v_{z}^{2}}}>\cos (\alpha) \tag{6}
\end{align*}
$$

In the system I, equation 3 restricts the point $p$ to being within the sphere of proper radius by using the euclidean distance, and equation 4 restricts the point $p$ to being at the surface of the cone by using the dot product. In the system II, equation 5 restricts the point $p$ to being at the surface of the sphere by using the euclidean distance, and equation 6 restricts the point $p$ to being within the proper angle by using the dot product. In these equations, we substitute $m_{x}, m_{y}, m_{z}$ with $p_{x}-a_{x}, p_{y}-a_{y}, p_{z}-a_{z}$. Again, we substitute $p_{x}, p_{y}, p_{z}$ with $s_{x}+d_{x} t, s_{y}+d_{y} t, s_{z}+d_{z} t$. The equation in each system is reduced to a quadratic equation in term of $t$. The inequality in each system is used to verify solutions.

There are three possible cases of the number of solutions: (1) If the systems has two solutions, it concludes that $S$ intersects the spherical cone normally (Fig. 8,9).
(2) If the systems has one solution, it concludes that $S$ is too short or $S$ is tangent to the spherical cone's surface (Fig. 10,11 ).
(3) If the system has no solution, it means there is no intersection of $S$ and the spherical cone.

## F. findStartingCubes()

There are two significant cubes to be chosen as starting cubes containing (1) the top of the cone which is a cube containing an apex of the cone, and (2) the bottom of the cone which is a cube containing an intersection point of the perpendicular vector and the spherical surface. Since we know the coordinate of the apex, then the cube containing the apex is defined. To find the intersection of the perpendicular vector and the spherical surface, given $\overrightarrow{a p}=m_{x} \hat{\imath}+m_{y} \hat{\jmath}+m_{z} \hat{k}$, then we need to find a point $p=\left(p_{x}, p_{y}, p_{z}\right)$ and such that

$$
\begin{gather*}
\left(a_{x}-p_{x}\right)^{2}+\left(a_{y}-p_{y}\right)^{2}+\left(a_{z}-p_{z}\right)^{2}=l^{2}  \tag{7}\\
\frac{m_{x} v_{x}+m_{y} v_{y}+m_{z} v_{z}}{\sqrt{m_{x}^{2}+m_{y}^{2}+m_{z}^{2}} \sqrt{v_{x}^{2}+v_{y}^{2}+v_{z}^{2}}}=1 \tag{8}
\end{gather*}
$$

The cube containing the intersection of the perpendicular vector and the spherical cone is a cube containing $p$.

Equation 7 restricts the point $p$ to being at the surface of the sphere by using the euclidean distance, and equation 8 restricts the point $p$ to being on the perpendicular vector by using the dot product.


Fig. 8.


Fig. 10. $\mathbf{s}$ is too short


Fig. 9.


Fig. 11. $\mathbf{s}$ is tangent

## G. GetInternalBoundingBoxVertices()

Define the bounding box $B=\left(l_{x}, l_{y}, l_{z}, h_{x}, h_{y}, h_{z}\right)$ as the region within the interval $\left[l_{x}, h_{x}\right]$ on the x -axis, within the interval $\left[l_{y}, h_{y}\right]$ on the y -axis, and within the interval $\left[l_{z}, h_{z}\right]$ on the z -axis.

Since a spherical cone is a subset of a sphere, $B$ can be roughly approximated as the bounding box of the sphere which is $\left(a_{x}-r, a_{y}-r, a_{z}-r, a_{x}+r, a_{y}+r, a_{z}+r\right)$ when $r$ is the radius of the sphere. Unfortunately, this inefficient approximation will dramatically increase the running time of the marching cube algorithm, especially when the angle of the spherical cone is small. However, if we move a plane along its axis, we will see that the highest point and the lowest point at which the plane intersects the spherical cone are the tangent points of the plane and the spherical cone. Thus, if we determine these tangential points, we will produce a more exact bounding box.


Fig. 12. tangent at apex and sphere Fig. 13. tangent at apex and base
There are five possible tangent points: (1) the apex (Fig. 12,13), (2) the highest point of the base (Fig. 13), (3) the lowest point of the base, (4) the highest point of the sphere, (5) the lowest point of the sphere (Fig. 12). The highest point
and the lowest point of these points to the associated axis will be used to define the bounding box. The apex, the highest point and the lowest point of the sphere are known, but the highest point and the lowest point of the sphere will be not considered if it is not in the spherical cone. Next we have to find the highest point and the lowest point of the base. Since $p=\left(p_{x}, p_{y}, p_{z}\right)$ is on the circumference of the base if the angle between $\stackrel{\rightharpoonup}{a p}$ and $\vec{v}$ is equal $\alpha$ and the euclidean distance from $a$ to $p$ is equal $l$. Suppose $\overrightarrow{a p}=m_{x} \hat{\imath}+m_{y} \hat{\jmath}+m_{z} \hat{k}$. Thus, $p$ is on the circumference of the base if $p$ satisfies two equations.

$$
\begin{align*}
& \left(a_{x}-p_{x}\right)^{2}+\left(a_{y}-p_{y}\right)^{2}+\left(a_{z}-p_{z}\right)^{2}=l^{2}  \tag{9}\\
& \frac{m_{x} v_{x}+m_{y} v_{y}+m_{z} v_{z}}{\sqrt{m_{x}^{2}+m_{y}^{2}+m_{z}^{2}} \sqrt{v_{x}^{2}+v_{y}^{2}+v_{z}^{2}}}=\cos (\alpha) \tag{10}
\end{align*}
$$

Equation 9 restricts the point $p$ to being at the surface of the sphere by using the euclidean distance, and equation 10 restricts the point $p$ to being at the surface of the cone by using the dot product. In these equations, we substitute $m_{x}, m_{y}, m_{z}$ with $p_{x}-a_{x}, p_{y}-a_{y}, p_{z}-a_{z}$. To find the highest point and the lowest point of $x$-axis, we have to modify these equations into two quadratic equations in term of $p_{x}$. Since the highest point and the lowest point of the base are the tangential points of the associated axis to the base, then each quadratic equation in term of $p_{x}$ is supposed to have exactly one solution or repeated roots. Thus, the discriminant of both quadratic equations are zero and then we will get another two quadratic equations in term of $p_{y}, p_{z}$. We solve $p_{y}, p_{z}$ and then plug them back to equation 9 or equation 10 to find the value of $p_{x}$. To find the highest point and the lowest point of $y, z$-axis, we repeat the same idea.

For each axis, there are two possible cases of the number of solutions.
(1) If the system has two solutions, it concludes that the plane is tangent to the base at two points. The greater solution refers to the highest point of the base, and the smaller solution refers to the lowest point of the base (Fig. 14).
(2) If the system has one solution, it concludes that the base is parallel to the plane. The highest point and the lowest point are the same (Fig. 15).


Fig. 14. system has two solutions Fig. 15. system has one solution

## H. Dataset Construction

We tested our method on two well studied protein-protein interfaces. These were the barnase-barstar complex (pdb: 1brs, chains A,D) and the RAP-RAF complex (pdb: 1c1y, chains A,B). We selected these complexes because extensive mutational studies reveal the effect of mutation on bonds and affinity on these complexes.

To prepare these structures, we first removed all atoms unrelated to the chains in our datasets. Next, we removed all hydrogens, and then replaced the hydrogens using the reduce module from MolProbity [6], with the -build option turned on. Intermolecular hydrogen bond donors and acceptors were then identified using distance and angle thresholds from HBPlus [15]. Spherical cones were then generated with apexes centered on donor atoms and acceptor antecedant atoms, with perpendicular vectors oriented towards the donor hydrogen and the acceptor atom, respectively.

## I. Implementation Details

CSG operations were performed on Sol, a 34 node computing cluster with 7802.3 Ghz intel processor cores and an average of 5.5 GB of system memory per core. pClay is implemented in C++ and parallelized using Intel Threading Building Blocks. The average runtime for determining and computing CSG intersections (using the bounding box) between all 30,000 possible pairwise intersections of spherical cones with angle 90 , slant height 23 , resolution 0.25 was 341 seconds.

Intersection volumes of CSG intersections were computed using the Surveyor's Formula, which we described earlier [5]. This method accurately measures the volume inside a closed triangular mesh, which is the output of all CSG operations described here.

The defined ranges make it impossible for an atom to interfere with the hydrogen bond, so it is not necessary to check for interfering atoms within the intersection of the two cones.

## III. Results

To evaluate how accurately the intersection of spherical cones can predict the presence of hydrogen bonds and their impact on binding, we computed the intersection of cone pairs generated from complementing donors and acceptors in each complex in the dataset. First, we evaluated how accurately a range of cone parameters could predict intermolecular hydrogen bond formation. Second, we measured the relationship between cone intersection volume and contribution to binding affinity.

## A. Intersections between Spherical Cones

To assess the accuracy of spherical cone intersections for predicting the presence of intermolecular hydrogen bonds, we generated all donor and acceptor cones in our dataset at a range of parameters. Since hydrogen bonds have been found to exist between $2.3 \AA$ and approximately $4.5 \AA$, we generated all cones with slant height ranging from $2.3 \AA$ to
$1.1 \AA$ in increments of $.3 \AA$. This range fully encompasses the range of expected intermolecular bonds, because, at the longest slant heights, hydrogen bonds that occur between the most distant donors and acceptors can be detected, and at the shortest slant heights, only the closest hydrogen bonds will be detected. We also generated all cones with a range of angle parameters. Since hydrogen bonds have been found to exist with bond angles approaching 90 degrees between the donordonor hydrogen vector and the acceptor-acceptor antecedent vector, we generated cones with angles from $22.5^{\circ}$ to $90^{\circ}$, in increments of 22.5 . We then computed the CSG intersection between all intermolecular donor-acceptor cone pairs with the same radius and angle measurements, and measured the volume of the resulting region.

TABLE I
AVERAGE INTERSECTION VOLUME OF SPHERICAL CONES AND NUMBER OF INTERSECTING SPHERICAL CONES FOUND AT A RANGE OF VOLUMES.

| Cones with Angle 90, slant height 2.3̊ | 1 brs | 1 c 1 y |
| :---: | :---: | :---: |
| average cone volume $\left(\AA^{3}\right)$ | 4.66 | 4.83 |
| cones with volume $>10.0$ | 11 | 7 |
| $5<$ volume $<=10.0$ | 3 | 8 |
| $0<$ volume $<=5$ | 29 | 24 |



Fig. 16. number of cone pairs, generated with angle $90^{\circ}$ and slant height $2.3 \AA$, grouped by volume

Table I illustrates that cones generated at the largest volumes, with angle 90 and slant height 2.3 , produced cone intersection volumes averaged between 3.53 and $4.66 \AA^{3}$. However, substantial and non-monomodal variations could be observed in cone intersection volumes. 53 out of 82 intersecting pairs had intersection volumes less than $5 \AA^{3}$, but 18 had intersection volumes above $10.0 \AA^{3}$ (Fig. 16). While our selection of volume thresholds is arbitrary, it demonstrates that, at least on this small dataset, there is a considerable subset of cone intersections with large volumes relative to the other intersections.

## B. Predicting Hydrogen Bonds

We hypothesized that intersecting pairs of donor and acceptor cones generated at 90 degrees, with slant height $2.3 \AA$ and intersection volume greater than $10.0 \AA^{3}$ would correspond to actual hydrogen bonds. We identified the atoms and amino acids that supply the hydrogen bond donor and acceptor

| barnase-barstar (1brs) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| slant height | $90^{\circ}$ | $67.5^{\circ}$ | $45^{\circ}$ | $22.5^{\circ}$ |
| $2.3 \AA$ | 10 | 10 | 10 | 9 |
| $2.0 \AA$ | 10 | 10 | 10 | 9 |
| $1.7 \AA$ | 10 | 10 | 10 | 6 |
| $1.4 \AA$ | 10 | 10 | 10 | 3 |
| $1.1 \AA$ | 6 | 6 | 5 | 0 |
| rap-raf (1c1y) |  |  |  |  |
| slant height | $90^{\circ}$ | $67.5^{\circ}$ | $45^{\circ}$ | $22.5^{\circ}$ |
| $2.3 \AA$ | 7 | 7 | 7 | 6 |
| $2.0 \AA$ | 7 | 7 | 7 | 5 |
| $1.7 \AA$ | 7 | 7 | 7 | 3 |
| $1.4 \AA$ | 7 | 7 | 7 | 1 |
| $1.1 \AA$ | 4 | 4 | 3 | 0 |

TABLE II
PREDICTED HYDROGEN BONDS THAT ARE VERIFIED IN THE LITERATURE, PREDICTED WITH A RANGE OF CONE PARAMETERS.
and verified whether these bonds are known to exist in the structural literature. 11 cone pairs in the barnase-barstar complex and 7 cone pairs in the rap-raf complex fulfilled these properties.

All 18 cone pairs, except one in the barnase-barstar complex, correctly identified hydrogen bonds established in the literature, demonstrating a positive predictive value (PPV) of $94.4 \%$ (true positives / positive predictions). Unfortunately, if the literature does not mention a hydrogen bond, this does not mean that a hydrogen bond does not exist, so false positives and true negatives cannot be assessed. Due to the large number of intersections with volumes less then $10.0 \AA^{3}$, we did not count false negatives, where small intersections nonetheless correspond to a bond in the literature.

We also considered whether the same bonds were predicted by intersecting cones with more limited parameters, expanding our study to cones with angle from 90 to 22.5 degrees and slant height from $2.3 \AA$ to $1.1 \AA$. When cones were generated with smaller angles and/or smaller slant heights, the number of hydrogen bonds that were correctly predicted dropped only subtly, except at the smallest cone angles, the smallest slant heights, or combinations of both (Table II).

## C. Predicting Hydrogen Bond Contributions to Affinity

We hypothesize that beyond simply detecting the presence of hydrogen bonds based on their angle and distance constraints, that intersections between spherical cones could estimate bond strength. Specifically, larger cone intersections correspond to margins within bond angle and bond length limits that might tolerate more motion in donor and acceptor atoms than cone pairs that have smaller intersections. These tolerances may of course be mitigated by other flexibilities in sidechain and backbone conformation.

Using cones generated with angle 90 and slant height $2.3 \AA$, we plotted the intersection volumes of all donor-acceptor pairs with greater than $10 \AA^{3}$ against the experimentally reported effect on binding affinity caused by mutating one or both sides of the donor-acceptor pair. Affinity measurements from mutants where both amino acids were changed to alanine were preferred over other mutations, such as charge flipping
mutations, and mutations of the amino acids supplying both the donor and the acceptor were preferred over mutations of only the donor or only the acceptor.


Fig. 17. A plot of cone intersection volume versus the change in Gibbs free energy ( $\Delta \Delta \mathrm{G}, \mathrm{kcal} / \mathrm{mol}$ ) induced by mutating one or both sides of a hydrogen bond. Blue circles indicate a hydrogen bond donor-acceptor pair that was mutated to remove one or both sides of the hydrogen bond.

Of the two complexes in our dataset, barnase-barstar was the subject of a greater number of mutational studies. Every high intersection cone pair in this complex, except one, had been considered in mutational studies, four by mutating one side and six by mutating both sides of the complex. All mutations were to alanine, ensuring that no new hydrogen bond was formed by the side chain of the same amino acid. The relationship between cone intersection volume and mutational effect on binding affinity, measured in $\Delta \Delta \mathrm{G}$, is shown in Figure 17. On this complex, there is a limited relationship between intersection volume and $\Delta \Delta \mathrm{G}$, suggesting that larger intersection volumes are weakly related to stronger singlebond contributions to affinity.


Fig. 18. A plot of cone intersection volume versus the dissociation constant $K_{D}$ induced by mutation. Blue circles indicate a hydrogen bond donoracceptor pair that was mutated on the RAF side of the hydrogen bonds to prevent hydrogen bond formation.

Studies of the RAP-RAF complex report binding affinities from mutations that removed hydrogen bond donors and
acceptors from RAF, but not from RAP. Four of the mutations performed were to alanine, and the remaining three were to leucine, ensuring that the modified RAF sidechains did not form a hydrogen bond. However, since RAP amino acids were not modified, it may be the case that these amino acids form alternative hydrogen bonds with other amino acids of RAF. In these experiments, affinity was reported in terms of $K_{D}$. Three mutations involving R89L from RAF impaired binding so much that it could not be measured. The other three mutations showed a weakly negative relationship between increasing cone intersection volume and $K_{D}$ (Fig. 18), suggesting that larger intersection volumes are weakly related to decreases in contributions to affinity.

## IV. DISCUSSION

We have presented a novel solid geometric representation of hydrogen bonds as spherical cones, inspired by the distance and angle constraints on hydrogen bond formation. This representation is the first to enable the comparison of hydrogen bonding capabilities based on bond formation tolerances, even if only one half of the bond is considered. CSG intersections could observe, for example, that two aligned protein structures reveal hydrogen bond donors in similar orientations, even if a partner molecule is not present. These capabilities point to the capacity to detect patterns of hydrogen bonding that are conserved among proteins with different folds.

In this study, we first evaluated whether the spherical cone representation would be effective for predicting the presence of hydrogen bonds in protein-protein complexes. Using two complexes that have been extensively examined in the structural literature for the presence and function of hydrogen bonds, we showed that $94.4 \%$ of spherical cones defined with large angle and slant height parameters that also had large intersection volumes corresponded to hydrogen bonds documented in the structural literature. Indeed, spherical cones are quite sensitive for this application, because even when they are generated with lower angles and slant heights, the same bonds are still identified.

We also evaluated whether or not the intersection volume between a donor cone and an acceptor cone would reflect the contribution of the cone to protein-protein binding affinity. Since the cones themselves represent the angle and distance range at which the hydrogen bond can form, the intersection is in some ways related to the geometric limits that the bond can be subjected to without breaking hydrogen bond limits. Citing the extensive mutational studies performed on our dataset proteins, we did not observe a strong relationship between cone intersection volume and reductions in binding affinity upon mutating the amino acids associated with the cones.

Overall, the spherical cone representation creates a new capability to detect hydrogen bonds as well as similarities in hydrogen bond compatibility. This capability points to new applications in predicting mutations that remove hydrogen bonds and in identifying similarity in hydrogen bonding patterns even when binding partners are unknown.
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## Supplementary Materials

TABLE III
HYdROGEN BOND DONORS AND ACCEPTORS IDENTIFIED FROM THE Barnase-Barstar Complex (pdb: 1BRS) WITH INTERSECTION VOLUME GREATER THAN $10 \AA^{3}$

| Donor Atom | Donor Res. | Donor Res. \# | Donor Chain | Accept. Atom | Accept. Res. | Accept. Res. \# | Accept. Chain | Intersec. Vol. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NZ | LYS | 27 | A | OG1 | THR | 42 | D | 10.900755 |
| N | ARG | 59 | A | OD1 | ASP | 35 | D | 13.41674 |
| NH2 | ARG | 59 | A | OE1 | GLU | 76 | D | 14.56397 |
| N | LEU | 34 | D | OE2 | GLU | 60 | A | 13.97747 |
| N | GLU | 60 | A | OD2 | ASP | 35 | D | 11.309484 |
| NH2 | ARG | 83 | A | OD1 | ASP | 33 | D | 14.559535 |
| NH2 | ARG | 83 | A | - | GLY | 43 | D | 11.063205 |
| NH2 | ARG | 87 | A | OD2 | ASP | 39 | D | 12.435039 |
| N | GLY | 31 | D | ND1 | HIS | 102 | A | 12.344065 |
| ND2 | ASN | 33 | D | $\mathrm{O}^{-}$ | HIS | 102 | A | 14.592471 |
| NE2 | HIS | 102 | A | OD2 | ASP | 39 | D | 14.944932 |

TABLE IV
HYdROGEN BOND DONORS AND ACCEPTORS IDENTIFIED FROM THE RAP.GMPPNP-CRAF1 COMPLEX (PDB: 1C1Y) WITH INTERSECTION VOLUME GREATER THAN $10 \AA^{3}$

| Donor Atom | Donor Res. | Donor Res. \# | Donor Chain | Accept. Atom | Accept. Res. | Accept. Res. \# | Accept. Chain | Intersec. Vol. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NHI | ARG | 59 | B | OEI | GLU | 37 | A | 12.728163 |
| NE | ARG | 59 | в | OE2 | gLU | 37 | A | 11.462316 |
| N | VAL | 69 | в | o | GLU | 37 | A | 14.056369 |
| NH2 | ARG | 89 | в | OD1 | ASP | 38 | A | 13.115738 |
| N | SER | 39 | A | o | ARG | 67 | в | 16.388207 |
| NE | ARG | 89 | B | o | SER | 39 | A | 12.217045 |
| NH2 | ARG | 89 | в | - | SER | 39 | A | 13.24629 |

