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#### Abstract

This paper proposes efficient message-passing algorithms for decoding $1 /\left(1+D^{n}\right)$ codes, whose Tanner graphs are cycle-free. A sum-product algorithm is first proposed, whose serial realization is shown to perform equivalently to the log-domain maximum a posterior (log-MAP) implementation of the BCJR algorithm. Next, a min-sum algorithm is proposed, which is shown to perform equivalently to the max-logMAP algorithm. Additionally, a parallel realization of the sum-product algorithm is discussed and shown to resemble low-density parity-check (LDPC) decoding. In this, the paper presents an explicit example which confirms the claim that the message-passing algorithm is optimal on cyclefree graphs. Complexity analysis reveals that the sum-product and the min-sum algorithms consume only $1 / 5$ and $1 / 8$ of the computational complexity of their trellis-based counterparts, respectively. Finally, prospective applications which can take advantage of the proposed efficient algorithms are discussed along with simulations.


## I. Introduction

The discovery and rediscovery of low density parity check (LDPC) codes have aroused great interest in the study of code graphs. Tanner graphs, factor graphs, Bayesian networks and code geometries have been investigated and shown to offer an umbrella under which many different codes, including Hamming codes, convolutional codes, turbo codes, LDPC codes, and product codes, can be unified [1]-[6]. Code graphs, simple as they are, effectively capture the constraints governing the code and provide a model upon which graph-based decoding algorithms can be derived. The most notable graph-based decoding algorithm is the message-passing algorithm, which rooted back to Pearl's belief propagation algorithm [7]. Although the message-passing algorithm has found great success in LDPC codes, it is much less studied in convolutional codes. A major reason is that the code graph of a convolutional code is generally multi-connected and contains many cycles. It is therefore not obvious how probabilistic inference should be conducted, nor is there any guarantee for close approximation to optimal decoding.
This paper investigates message-passing decoding of a special class of convolutional codes, $1 /\left(1+D^{n}\right)$, whose code graphs are cycle-free. When $n=1$, we have $1 /(1+D)$, which is known as the differential encoder or the accumulator. Since the code $1 /(1+D)$ performs better and is more popular in practice (e.g. as the inner code of a serially concatenated code) than the other codes in the family, we therefore focus the discussion on this code only. However, the proposed algorithms and the optimality arguments hold for all $n \geq 1$.

We consider two sub-categories of the message-passing algorithm, formally known as the sum-product algorithm and the min-sum algorithm. We first propose a (serial) sum-product algorithm and demonstrate its equivalence to the log-domain maximum a posterior (log-MAP) implementation of the BCJR algorithm. For ease of hardware implementation, a parallel realization is then presented and its resemblance to LDPC decoding is discussed. This provides an alternative viewpoint on the structural properties of this special class of convolutional
codes. To cater for applications with restrictive complexity, we further propose a low-complexity approximation of the sumproduct algorithm, namely, the min-sum algorithm. We show that the min-sum algorithm is equivalent to the max-log-MAP algorithm. Complexity analysis reveals that the proposed sumproduct and the min-sum algorithms lead to some $80 \%$ and $87.5 \%$ reduction in complexity compared to their trellis-based counterparts. Finally, applications which can take advantage of the proposed algorithms are noted, and simulation results of product accumulate (PA) codes [11] are provided.
The basic idea of this paper is implied in Tanner's pioneering work in 1981 [1], including the fundamental idea of graph representation and the generic iterative probabilistic decoding algorithm, which has since been investigated by Frey, Forney, Koetter, Luby, Richardson, Urbanke, Wiberg, Offer and Soljamin et al [2]-[8]. this paper explicitly connects the trellisbased BCJR algorithm, LDPC decoding and the sum-product decoding through the case study of $1 /\left(1+D^{n}\right)$ code. While preparing the paper, we became aware of Wiberg's dissertation [6] and papers by Forney [4] and Frey [5] et al, where the sumproduct algorithm is developed as a generalization of the trellis decoding, the LDPC decoding and a variety of other algorithms in signal processing and digital communications. These independent research papers point out the potential optimality of the sum-product algorithm on cycle-free trellis codes, but no examples were provided. The contribution of this work is to present a concrete example to confirm the above claim and, by providing efficient alternatives to the trellis-based BCJR algorithm, to save complexity for a variety of applications where $1 /\left(1+D^{n}\right)$ code is used.

The paper is organized as follows. Section 2 discusses the (serial) sum-product, the parallel sum-product and the minsum algorithms for decoding $1 /(1+D)$, and demonstrates their equivalence to the log-MAP, the LDPC and the max-log-MAP decoding. Section 3 analyzes the complexity of the proposed algorithms, extends them to $1 /\left(1+D^{n}\right)$ codes, and discusses potential applications. Section 4 concludes the paper.

## II. Efficient Decoding Algorithms for $1 /(1+D)$

## A. Sum-Product Decoding Algorithm

The rate- 1 convolutional code $1 /(1+D)$ is typically decoded using a 2 -state log-MAP decoder implementing the BCJR algorithm. Below we show how lower-complexity algorithms can be implemented without sacrificing the performance optimality by means of graph-based decoding.
As shown in Fig. 1(b), a cycle-free bipartite Tanner graph capturing the relation of $y_{i}=x_{i} \oplus y_{i-1}(\oplus$ denotes modulo-2 addition) can be used to describe the code $1 /(1+D)$. The bipartite graph consists of two types of nodes, bits and checks, connected by undirected edges. A check presents a constraint
on the code such that all the bits connecting to it should sum up (modulo-2) zero.

The key challenge of sum-product decoding is to specify a proper order in which messages propagate, since this order affects the ultimate decoder performance as well as the speed of decoding convergence. In this subsection, we discuss a serial update schedule where messages are passed onward from bit 1 to bit $N$, then backward from bit $N$ to bit 1, and finally combined and released. Fig. 2 illustrates the message flow. The fundamental rule governing the sum-product algorithm is the partial independence rule, which states that no message should be routed back to its source. In other words, the outbound message along an edge should be a function of the messages obtained from all the other sources except the inbound message along this very edge. For example, in Fig. 2, bit $y_{i}$ gathers messages (in log-likelihood ratio or LLR form) from three sources: $L_{c h}\left(y_{i}\right)$ from the channel, $L_{e_{f}}\left(y_{i}\right)$ from check $i$ and $L_{e_{b}}\left(y_{i}\right)$ from check $i+1$. Since $L_{e_{f}}\left(y_{i}\right)$ comes from check $i$, it should be excluded when bit $y_{i}$ computes (extrinsic) messages for check $i$; see Fig. 2(c)). Similar rules are observed for all the other checks and bits.

Clearly, the decoding of $1 /(1+D)$ alone does not involve any iteration, but simply a "forward pass" and a "backward pass" before the final LLR values are computed at each source bit (Fig. 2). However, since $1 /(1+D)$ by itself does not provide any error protection and since it is primarily used as an inner code in a serial concatenated code, we therefore discuss the decoding algorithm in the more general context and use a superscript $(k)$ to indicate the $k_{t h}$ round of global iteration between the inner and outer code. The superscript $(k)$ can simply be dropped if no global iteration is involved.

Following the illustration in Fig. 2(a), the messages associated with check $i$ to be sent to (source) bit $x_{i}$ at the $k_{t h}$ global iteration, denoted as $L_{e}^{(k)}\left(x_{i}\right)$, is computed by:
$L_{e}^{(k)}\left(x_{i}\right)=\left(L_{c h}\left(y_{i-1}\right)+L_{e_{f}}^{(k)}\left(y_{i-1}\right)\right)$ 円 $\left(L_{c h}\left(y_{i}\right)+L_{e_{b}}^{(k)}\left(y_{i}\right)\right)$,
where $L_{c h}\left(y_{i}\right)=\log \frac{\operatorname{Pr}\left(r_{i} \mid y_{i}=0\right)}{\operatorname{Pr}\left(r_{i} \mid y_{i}=1\right)}$ denotes the message obtained from the transmission channel upon receiving noisy signal $r_{i}$, $L_{e_{f}}\left(y_{i}\right)$ denotes the message passed "forward" to bit $y_{i}$ from the sequence of bits/checks before the $i_{t h}$ position, and $L_{e_{b}}\left(y_{i}\right)$ denotes the message passed "backward" to bit $y_{i}$ from the sequence of bits/checks after the $i_{t h}$ position. Operation \# refers to a "check" operation and is mathematically expressed as:

$$
\begin{align*}
\gamma=\alpha \boxplus \beta & \Longleftrightarrow \gamma=\log \frac{1+e^{\alpha+\beta}}{e^{\alpha}+e^{\beta}}  \tag{2}\\
& \Longleftrightarrow \tanh \frac{\gamma}{2}=\tanh \frac{\alpha}{2} \cdot \tanh \frac{\beta}{2} \tag{3}
\end{align*}
$$

Following the rule of partial independence, $L_{e_{f}}\left(y_{i}\right)$ and $L_{e_{b}}\left(y_{i}\right)$, which correspond to messages passed forward and backward along the code graph, can be calculated using (see Fig. 2(b,c) for illustration):

$$
\begin{align*}
& L_{e_{f}}^{(k)}\left(y_{i}\right)=L_{o}^{(k-1)}\left(x_{i}\right) \boxplus\left(L_{c h}\left(y_{i-1}\right)+L_{e_{f}}^{(k)}\left(y_{i-1}\right)\right),  \tag{4}\\
& L_{e_{b}}^{(k)}\left(y_{i}\right)=L_{o}^{(k-1)}\left(x_{i+1}\right) \boxplus\left(L_{c h}\left(y_{i+1}\right)+L_{e_{b}}^{(k)}\left(y_{i+1}\right)\right), \tag{5}
\end{align*}
$$

where $L_{o}^{(k)}\left(x_{i}\right)$ denotes the a priori information of (source) bit $x_{i}$. Specifically, in a serially concatenated system where the $1 /(1+D)$ code acts as the inner code, $L_{o}^{(k)}\left(x_{i}\right), k>0$, contains the message obtained from the outer code after the $k_{t h}$ global iteration. Apparently, $L_{o}^{(0)}\left(x_{i}\right)=0, \forall i$, since there is no message from the outer code in the first global iteration.

It is easy to see from Fig. 2 that the boundary conditions of (4) and (5) are:

$$
\begin{align*}
L_{e_{f}}^{(k)}\left(y_{1}\right) & =L_{o}^{(k-1)}\left(x_{1}\right) \boxplus \infty=L_{o}^{(k-1)}\left(x_{1}\right),  \tag{6}\\
L_{e_{b}}^{(k)}\left(y_{N}\right) & =0 . \tag{7}
\end{align*}
$$

Consider all the bits in the context of time series, we see that the total message computed at time $i, L_{e}^{(k)}\left(x_{i}\right)$, has utilized all the dependences of the past and the future (through $L_{e_{f}}\left(x_{i-1}\right)$ and $L_{e_{b}}\left(x_{i}\right)$ ) to their fullest extend without looping-back or over-processing any information (Fig. 2(a)). This messagepassing algorithm is therefore a best-effort solution. In the next subsection, we provide a rigorous optimality proof, which confirms Wiberg's claim that it is possible to find an efficient updating order (where each intermediate "cost function" is calculated only once) in a cycle-free structure like trellis (and yet get optimal performance) [6].

## B. Optimality of the Sum-Product Decoding

We prove the optimality of the proposed sum-product decoding by revealing its equivalence to the BCJR algorithm of the per-symbol max a posteriori probabilistic decoding [12]. Due to the space limitation, we skip basic introduction to the BCJR algorithm. Interested readers are referred to [12] [13] [14]. We use $x_{t}, y_{t}, s_{t}, r_{t}$ to represent respectively the source bit, the coded bit, the (binary) modulated bit (signals to be transmitted over the channel) and the noisy received bit at the destination. Their relations are illustrated as follows:

$$
\begin{align*}
y_{t} & =y_{t-1} \oplus x_{t} \quad{ }^{B P S K} \quad \quad \text { +noise }  \tag{8}\\
x_{t \in(0,1)} & \Longrightarrow y_{t \in(0,1)}
\end{align*}
$$

The following definitions and notations are needed in the discussion:

- $\operatorname{Pr}\left(S_{t}=m\right)$ - the probability the decoder is in state $m$ at time $t,(m \in\{0,1\}$ in a 2 -state case).
- $\mathbf{r}_{i}^{j}=\left(r_{i}, r_{i+1}, \cdots, r_{j}\right)$ - received sequence.
- $\alpha_{t}(m)=\operatorname{Pr}\left(S_{t}=m, \mathbf{r}_{1}^{t}\right)$ - forward path metric.
- $\beta_{t}(m)=\operatorname{Pr}\left(\mathbf{r}_{t+1}^{N} \mid S_{t}=m\right)$ - backward path metric.
- $\gamma_{t}\left(m^{\prime}, m\right)=\operatorname{Pr}\left(S_{t}=m, r_{t} \mid S_{t-1}=m^{\prime}\right)$ - branch metric.
- $\Lambda_{t}=\log \frac{\operatorname{Pr}\left(x_{t}=0 \mid \mathbf{r}_{1}^{N}\right)}{\operatorname{Pr}\left(x_{t}=1 \mid \mathbf{r}_{1}^{N}\right)}$ - output LLR of bit $x_{t}$.

The branch metric of $1 /(1+D)$ code is given by (see the trellis in Fig. 1(a)):

$$
\begin{align*}
\gamma_{t}(0,0) & =\operatorname{Pr}\left(x_{t}=0\right) \operatorname{Pr}\left(r_{t} \mid y_{t}=0\right),  \tag{9}\\
\gamma_{t}(0,1) & =\operatorname{Pr}\left(x_{t}=1\right) \operatorname{Pr}\left(r_{t} \mid y_{t}=1\right),  \tag{10}\\
\gamma_{t}(1,0) & =\operatorname{Pr}\left(x_{t}=1\right) \operatorname{Pr}\left(r_{t} \mid y_{t}=0\right),  \tag{11}\\
\gamma_{t}(1,1) & =\operatorname{Pr}\left(x_{t}=0\right) \operatorname{Pr}\left(r_{t} \mid y_{t}=1\right) . \tag{12}
\end{align*}
$$

In the log-MAP implementation of the BCJR algorithm, the forward metric is computed recursively using:

$$
\begin{equation*}
\frac{\alpha_{t}(0)}{\alpha_{t}(1)}=\frac{\alpha_{t-1}(0) \gamma_{t}(0,0)+\alpha_{t-1}(1) \gamma_{t}(1,0)}{\alpha_{t-1}(0) \gamma_{t}(0,1)+\alpha_{t-1}(1) \gamma_{t}(1,1)} \tag{13}
\end{equation*}
$$

Substituting (9)-(12) to (13), and dividing both the nominator and the denominator by $\alpha_{t-1}(1) \operatorname{Pr}\left(x_{t}=1\right) \operatorname{Pr}\left(r_{t} \mid y_{t}=1\right)$, we get:

$$
\begin{equation*}
\frac{\alpha_{t}(0)}{\alpha_{t}(1)}=\frac{\left(\frac{\alpha_{t-1}(0)}{\alpha_{t-1}(1)} \frac{\operatorname{Pr}\left(x_{t}=0\right)}{\operatorname{Pr}\left(x_{t}=1\right)}+1\right) \cdot \frac{\operatorname{Pr}\left(r_{t} \mid y_{t}=0\right)}{\operatorname{Pr}\left(r_{t} \mid y_{t}=1\right)}}{\frac{\alpha_{t-1}(0)}{\alpha_{t-1}(1)}+\frac{\operatorname{Pr}\left(x_{t}=0\right)}{\operatorname{Pr}\left(x_{t}=1\right)}} \tag{14}
\end{equation*}
$$

Define:

$$
\begin{align*}
\bar{\alpha}_{t} & :=\log \frac{\alpha_{t}(0)}{\alpha_{t}(1)}  \tag{15}\\
L_{c h}\left(y_{t}\right) & :=\log \frac{\operatorname{Pr}\left(r_{t} \mid y_{t}=0\right)}{\operatorname{Pr}\left(r_{t} \mid y_{t}=1\right)}  \tag{16}\\
L_{o}\left(x_{t}\right) & :=\log \frac{\operatorname{Pr}\left(x_{t}=0\right)}{\operatorname{Pr}\left(x_{t}=1\right)} \tag{17}
\end{align*}
$$

Taking logarithm on both sides of (14), we get:

$$
\begin{align*}
\bar{\alpha}_{t} & =\log \frac{e^{\bar{\alpha}_{t-1}} \cdot e^{L_{o}\left(x_{t}\right)}+1}{e^{\bar{\alpha}_{t-1}}+e^{L_{o}\left(x_{t}\right)}}+L_{c h}\left(y_{t}\right) \\
& =\left(\bar{\alpha}_{t-1} \boxplus L_{o}\left(x_{t}\right)\right)+L_{c h}\left(y_{t}\right) \tag{18}
\end{align*}
$$

Likewise, in the backward recursion we have:

$$
\begin{align*}
\bar{\beta}_{t} & :=\log \frac{\beta_{t}(0)}{\beta_{t}(1)} \\
& =\log \frac{\gamma_{t+1}(0,0) \beta_{t+1}(0)+\gamma_{t+1}(0,1) \beta_{t+1}(1)}{\gamma_{t+1}(1,0) \beta_{t+1}(0)+\gamma_{t+1}(1,1) \beta_{t+1}(1)} \\
& =\log \frac{\frac{\operatorname{Pr}\left(x_{t+1}=0\right)}{\operatorname{Pr}\left(x_{t+1}=1\right)} \cdot \frac{\operatorname{Pr}\left(r_{t+1} \mid y_{t+1}=0\right)}{\operatorname{Pr}\left(r_{t+1} \mid y_{t+1}=1\right)} \cdot \frac{\beta_{t+1}(0)}{\beta_{t+1}(1)}+1}{\frac{\operatorname{Pr}\left(x_{t+1}=0\right)}{\operatorname{Pr}\left(x_{t+1}=1\right)}+\frac{\operatorname{Pr}\left(r_{t+1} \mid y_{t+1}=0\right)}{\operatorname{Pr}\left(r_{t+1} \mid y_{t+1}=1\right)} \cdot \frac{\beta_{t+1}(0)}{\beta_{t+1}(1)}} \\
& =\log \frac{e^{L_{o}\left(x_{t+1}\right)} \cdot e^{L_{c h}\left(y_{t+1}\right)+\bar{\beta}_{t+1}}+1}{e^{L_{o}\left(x_{t+1}\right)}+e^{L_{c h}\left(y_{t+1}\right)+\bar{\beta}_{t+1}}} \\
& =L_{o}\left(x_{t+1}\right) \boxplus\left(L_{c h}\left(y_{t+1}\right)+\bar{\beta}_{t+1}\right) \tag{19}
\end{align*}
$$

Finally, we compute the output (extrinsic) information using:

$$
\begin{align*}
& \Lambda_{t}=\log \frac{\operatorname{Pr}\left(x_{t}=0 \mid \mathbf{Y}_{1}^{N}\right)}{\operatorname{Pr}\left(x_{t}=1 \mid \mathbf{Y}_{1}^{N}\right)}, \\
&=\log \frac{\sum_{m} \sum_{m^{\prime}} \sum_{x_{t}=0} \alpha_{t-1}\left(m^{\prime}\right) \gamma_{t}\left(m^{\prime}, m\right) \beta_{t}(m)}{\sum_{m} \sum_{m^{\prime}} \sum_{x_{t}=1} \alpha_{t-1}\left(m^{\prime}\right) \gamma_{t}\left(m^{\prime}, m\right) \beta_{t}(m)}, \\
&=\log \frac{\begin{array}{c}
\alpha_{t-1}(0) \operatorname{Pr}\left(r_{t} \mid y_{t}=0\right) \beta_{t}(0) \\
+\alpha_{t-1}(1) \operatorname{Pr}\left(r_{t} \mid y t=1\right) \beta_{t}(1)
\end{array}}{\alpha_{t-1}(0) \operatorname{Pr}\left(r_{t} \mid y_{t}=1\right) \beta_{t}(1)} \\
&+\alpha_{t-1}(1) \operatorname{Pr}\left(r_{t} \mid y_{t}=0\right) \beta_{t}(0)
\end{aligned}, \quad \begin{aligned}
& \frac{e^{\bar{\alpha}_{t-1}} \cdot e^{L_{c h}\left(y_{t}\right)+\bar{\beta}_{t}}+1}{e^{\bar{\alpha}_{t-1}+e^{L_{c h}\left(y_{t}\right)+\bar{\beta}_{t}}},} \\
&
\end{align*}
$$

For clarity, Table II summarizes the above results from the log-MAP algorithm and compares them with the sum-product algorithm described in the previous subsection. It is obvious that the two algorithms are performing exactly the same operations, where $\bar{\alpha}_{t}=L_{c h}\left(y_{t}\right)+L_{e_{f}}\left(y_{t}\right), \bar{\beta}_{t}=L_{e_{b}}\left(y_{t}\right)$ and $\Lambda_{t}=L_{e}\left(x_{t}\right)$. Hence, the sum-product decoding of $1 /(1+D)$ presents an efficient alternative to the conventional BCJR algorithm.

## C. Parallel Sum-Product Algorithm and Its Relation to LDPC Decoding

Parallelization is highly desired in hardware implementation. When fully parallelized, the system can assign one processing unit to each bit and each check, such that all the check-to-bit updates can be processed in one time slot, and all the bit-to-check updates can be processed in the next time slot. In the sum-product algorithm discussed previously, serial procedures include the forward pass (4), where the computation of $L_{e_{f}}^{(l)}\left(y_{i+1}\right)$ depends on $L_{e_{f}}^{(l)}\left(y_{i}\right)$, and the backward pass (5), where the computation of $L_{e_{b}}^{(l)}\left(y_{i-1}\right)$ depends on $L_{e_{b}}^{(l)}\left(y_{i}\right)$. To parallelize the process, we adopt a batch mode update, where the forward message of the $(i+1)_{t h}$ bit and the backward message of the $(i-1)_{t h}$ bit are computed from the message of the $i_{t h}$ bit from the previous iteration, rather than that from the current iteration. Hence, (4) and (5) can be rewritten as:

$$
\begin{equation*}
L_{e_{f}}^{(k)}\left(y_{i}\right) \approx L_{o}^{(k-1)}\left(x_{i}\right) \boxplus\left(L_{c h}\left(y_{i-1}\right)+L_{e_{f}}^{(k-1)}\left(y_{i-1}\right)\right), \tag{21}
\end{equation*}
$$

$L_{e_{b}}^{(k)}\left(y_{i}\right) \approx L_{o}^{(k-1)}\left(x_{i+1}\right) \boxplus\left(L_{c h}\left(y_{i+1}\right)+L_{e_{b}}^{(k-1)}\left(y_{i+1}\right)\right)$.
Fig. 1(c) presents the $1 /(1+D)$ code in a sparse parity check matrix form. It is instructive to note that the aforementioned parallelization essentially turns the $1 /(1+D)$ decoder into an LDPC decoder, where a batch mode of bit-to-check and check-to-bit updates is performed. This parallel approach is what is used in the decoding of irregular repeat accumulate (IRA) codes [9] [10].

## D. Min-Sum Algorithm and Its Relation to Max-log-MAP

Observe that the main complexity of the sum-product algorithm comes from \# operation. A straight-forward implementation of $\#$ requires 1 addition and 3 table lookups (assuming $\log \left(\tanh \left(\frac{x}{2}\right)\right)$ and its reverse operation $2 \tanh ^{-1}\left(e^{x}\right)$ are implemented via table lookup). Considerable amount of complexity can be saved by approximating $\boxplus$ with a simple min-max operation:

$$
\begin{align*}
\gamma= & \alpha \boxplus \beta=\log \frac{1+e^{\alpha+\beta}}{e^{\alpha}+e^{\beta}} \\
= & \operatorname{sign}(\alpha) \cdot \operatorname{sign}(\beta) \cdot \min (|\alpha|,|\beta|) \\
& +\log \frac{1+e^{-|\alpha+\beta|}}{1+e^{-|\alpha-\beta|}}, \\
\approx & \operatorname{sign}(\alpha) \cdot \operatorname{sign}(\beta) \cdot \min (|\alpha|,|\beta|) \tag{23}
\end{align*}
$$

The above approximation reduces the sum-product algorithm to the min-sum algorithm. It is interesting to note that, just as the sum-product algorithm is equivalent to the logMAP algorithm, the min-sum algorithm is equivalent to the max-log-MAP algorithm. To see this, recall that the max-log-MAP algorithm approximates the log-MAP algorithm by using a max operation instead of the max* operation [14]: $\max ^{*}(x, y)=\log \left(e^{\alpha}+e^{\beta}\right) \approx \max (\alpha, \beta)$. It immediately follows that:

$$
\begin{align*}
\gamma & =\alpha \boxplus \beta, \\
& =\log \left(e^{0}+e^{\alpha+\beta}\right)-\log \left(e^{\alpha}+e^{\beta}\right), \\
& \approx \max (0, \alpha+\beta)-\max (\alpha, \beta), \\
& =\operatorname{sign}(\alpha) \cdot \operatorname{sign}(\beta) \cdot \min (\alpha, \beta) . \tag{24}
\end{align*}
$$

## III. Complexity and Applications

## A. Complexity

Table I compares the complexity of the log-MAP, max-logMAP [14], sum-product and min-sum algorithms for decoding $1 /(1+D)$. We see that the sum-product and the min-sum algorithms require only about $1 / 5$ and $1 / 8$ the complexity of their trellis-based equivalents respectively. This is because in the sum-product decoding, a single table lookup $\log \left(\tanh \frac{x}{2}\right)$ is used instead of several max* operations which greatly reduces the computational complexity.

Extending the aforementioned algorithms of $1 /(1+D)$ to $1 /\left(1+D^{n}\right)$ is straightforward, since the latter has essentially the same code graphs as the former. Fig. 3 shows the code graph of a $1 /\left(1+D^{2}\right)$ code. From the graph perspective, a $1 /\left(1+D^{n}\right)$ code is like a $n$-multiplexed $1 /(1+D)$ code.

TABLE I
COMPLEXITY OF LOG-MAP, MAX-LOG-MAP, SUM-PRODUCT AND Min-Sum Decoding for $1 /(1+D)$ Code (OPERATIONS PER Bit)

| Oper | log-map | max-log-map | sum-pro | min-sum |
| :---: | :---: | :---: | :---: | :---: |
| add | 39 | 31 | 5 | 2 |
| $\min / \max$ | 8 | 8 |  | 3 |
| lookup | 8 |  | 6 |  |

## B. Applications and Simulations

The class of $1 /\left(1+D^{n}\right)$ codes and particularly the $1 /(1+D)$ code is becoming a popular inner code in a serially concatenated code where interleaving gain can be achieved without reduction in overall code rate. The growing class of "accumulated codes" include, for example, convolutional accumulated codes (serial turbo codes), regular/irregular repeat accumulate codes [9] [10] and product accumulated (PA) codes [11]. All of these codes can benefit from the he proposed algorithms.

To evaluate the performance of the proposed algorithms, consider the example of product accumulate codes [11]. Product accumulate codes are a class of interleaved serial concatenated codes where the inner code is $1 /(1+D)$, and the outer code is a parallel concatenation of 2 single parity check codes [11]. Like turbo and repeat accumulate codes, product accumulate codes have shown performance impressively close to the capacity.

We examine the performance of both the serial and the parallel sum-product decoding. In general, serial update leads to a faster convergence and possibly a better performance than parallel update. Fig. 4 demonstrates the performance of an ( $8 \mathrm{~K}, 4 \mathrm{~K}$ ) product accumulate code. That parallelization incurs only about 0.1 dB loss presents the parallel sum-product algorithm as a strong candidate for hardware implementation.

Fig. 5 compares the performance of a $(2 \mathrm{~K}, 1 \mathrm{~K})$ PA code using the sum-product and the min-sum algorithms. Bit error rates after $5,10,15,20$ iterations are evaluated. At all those iterations, the min-sum algorithm incurs about 0.2 dB loss. This points to the min-sum algorithm as an appealing solution for simple, low-cost systems.

## IV. CONCLUSION

An efficient and optimal sum-product algorithm is proposed for decoding $1 /\left(1+D^{n}\right)$ codes. Its parallel realization and
low-complexity approximation (i.e. the min-sum algorithm) are discussed. Prospective applications which can take advantage of the proposed algorithms are also investigated. The proposed algorithms are expected to be useful both in theory and in practice.
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Fig. 1. Structure of $1 /(1+D)$ code . (a) Trellis; (b) Tanner graph; (c) Sparse parity check matrix form.

TABLE II
Summary of Sum-Product and MAP DEcoding

|  | BCJR | Sum-product |
| :---: | :---: | :---: |
| forward | $\bar{\alpha}_{t}=\left(\bar{\alpha}_{t-1} \boxplus L_{o}\left(x_{t}\right)\right)+L_{c h}\left(y_{t}\right)$ | $L_{e_{f}}\left(y_{t}\right)=\left(L_{e_{f}}\left(y_{t-1}\right)+L_{c h}\left(y_{t-1}\right)\right) \boxplus L_{o}\left(x_{t}\right)$ |
| backward | $\beta_{t}=\left(\beta_{t+1}+L_{c h}\left(y_{t+1}\right)\right) \boxplus L_{o}\left(x_{t+1}\right)$ | $L_{e_{b}}\left(y_{t}\right)=\left(L_{e_{b}}\left(y_{t+1}\right)+L_{c h}\left(y_{t+1}\right)\right) \boxplus L_{o}\left(x_{t+1}\right)$ |
| extrinsic LLR | $\Lambda_{t}=\bar{\alpha}_{t-1} \boxplus\left(\beta_{t}+L_{c h}\left(y_{t}\right)\right)$ | $L_{e}\left(x_{t}\right)=\left(L_{e_{f}}\left(y_{t-1}\right)+L_{c h}\left(y_{t-1}\right)\right) \boxplus\left(L_{e_{b}}\left(y_{t}\right)+L_{c h}\left(y_{t}\right)\right)$ |



Fig. 2. Sum-product decoding of $1 /(1+D)$ code


Fig. 3. Tanner graph of $1 /\left(1+D^{2}\right)$ code


Fig. 4. Sum-product decoding: serial vs parallel


Fig. 5. Sum-product decoding vs min-sum decoding

