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Abstract— Adaptive-network-coded-cooperation (ANCC) is an ef-
ficient user cooperation scheme proposed for large wireless networks
comprising a host of terminals communicating with a common
destination. By matching code graphs with instantaneous network
graphs in a distributed and adaptive manner, the protocol enables
network coding to be exploited in networks with unreliable channels
and changing topologies. This paper analyzes the outage behavior of
ANCC when the number of terminals trends to infinity. A threshold
phenomenon is revealed which demonstrates that an arbitrarily
small outage can be achieved with a sufficiently large network as long
as the channel conditions are above a certain threshold. Comparison
with the existing cooperation schemes shows that ANCC achieves a
substantial gain of 30 dB over repetition, and falls only 1 dB short of
space-time-coded-cooperation (but obviating the need for stringent
inter-user synchronization).

Index Terms— User cooperation, outage, network coding.

I. INTRODUCTION

User cooperation in large wireless networks to combat (slow)
channel fading is gaining increasing interests [1][2][3]. Consider
a relay network comprising a host of transmitters communicate
wirelessly to a common destination. A straightforward way to
achieve cooperative diversity is to adapt the cooperation schemes
developed for the basic three-node scenario, such as repetition-
cooperation and space-time-coded-cooperation (STCC), to the
multiple-node scenario [2]. However, these schemes do not scale
well, and are therefore inefficient, expensive or wasteful to operate
in a large network. For example, the repetition scheme dis-
cussed in [2] consumes a large bandwidth overhead and becomes
increasingly bandwidth inefficient as the network size grows.
Space-time-coded-cooperation requires coordinated control and
stringent inter-user synchronization at the symbol level [2], which
is technology challenging especially among a large number of
distributed terminals.

Recently, a practical and efficient user cooperation scheme,
termed adaptive-network-coded-cooperation (ANCC), is pro-
posed for large relay networks [3]. The protocol imports the
concept of network coding [4][5], a technique originally de-
veloped for the computer routing problem, into wireless user
cooperation. The network coding literature uses the prevailing
assumption of lossless networks. However, wireless networks
consisting of randomly faded channels are inherently unreliable.
In cases when a relay fails to retrieve a packet (known as symbol
in network coding literatures) that is needed for its designated
coding operation, fixed coding schemes can not be performed.

This project is supported by the National Science Foundation under Grant
No. CCF-0430634, and by the Commonwealth of Pennsylvania, Department of
Community and Economic Development, through the Pennsylvania Infrastructure
Technology Alliance (PITA).

ANCC solves this problem by coupling networks-on-graphs, i.e.
instantaneous network topologies described in graphs, with the
well-known class of codes-on-graphs, i.e. low-density parity-
check (LDPC) codes[6] and LDPC-like codes. [3] details the key
idea of ANCC by demonstrating how a directed network graph
can be efficiently transformed to a bipartite code graph. Below
we brief the same idea using matrices. For convenience, we use
“packet” and “symbol” interchangeably.
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Fig. 1. (A) Matrix representing link connectivity between transmitters. Right upper
triangular of L is marked in green to denote its irrelevance to code construction.
(B) Parity check matrix of the LT-LDPC network code thinned from (A).

Consider m terminals communicating to a common destination
using time-division multiplexing. The wireless transmission can
be divided into two phases: the broadcast phase and the relay
phase, and the symbols transmitted at these phases are referred
to as source-symbols and relay-symbols, respectively. Let binary
matrix Pm×m = {pi,j} describe the link connectivity among
the senders at the broadcast phase, where pi,j = 1 represents a
successful reception of user j’s source-symbol by user i. Without
loss of generality, pi,i = 1, since a node knows its own source-
symbol. Similarly, let lower-triangular matrix Lm×m = {li,j}
describe the link connectivity at the relay phase, where li,j = 1,
i≥ j, represents a successful reception of node j’s relay symbol
by node i. (How relay-symbols are computed should become
clear shortly.) We let li,j = 0 for all i < j, since a relay-
symbol from user j makes relevance to user i only if it arrives
before i performs its relaying operation. Interestingly, these two
matrices describing the instantaneous network topology, when
placed together, can be naturally taken as the parity check matrix
H of a (2m,m) linear network code. As illustrated in Figure
1(A), m source-symbols correspond to the m columns in the
left matrix P, m relay-symbols correspond to the m columns in
the right matrix L, and the ith relay-symbol forms the check
sum of the source-symbols and relay-symbols user i receives



prior to its turn of relaying. In Figure 1(A), we marked the
upper right triangular in L in light green to denote the fact
that despite the existence of link connectivities therein, they are
not of interest to network code construction. The random code
resulted directly from the network topology is decodable using
the message-passing algorithm, but the high density of “1”s and
the existence of many short cycles will make decoding rather
inefficient and suboptimal. To rectify this, H is required to be
thinned before serving as the network code. Thinning can be
accomplished in a distributed and random manner by asking each
terminal randomly to drop some or most of the symbols it receives
and use only a few to compute its parity-symbol. The resulting
code, shown in Figure 1(B), now becomes an instance from an
ensemble of random lower-triangular LDPC (LT-LDPC) codes,
which enjoy low encoding and decoding complexity and which
offer high performances through message-passing decoding. We
note that the order of the terminals may make a difference to
the resulting network code at a specific time instance where the
network assumes a specific instantaneous topology, but the impact
is minimal, if at all, on the average. Finally, for ANCC to be
practical, a bit map needs to be included in each relay-symbol to
signal to the destination how the checks in H are formed, and
an adaptive decoder implemented using, for example, software
defined radio (SDR) is required at the destination.

This paper studies the outage behavior of ANCC when the
number of terminals trends to infinity, which provides a theoreti-
cal support to the excellent performance first discovered in [3] by
simulations. We reveal a threshold phenomenon that an arbitrarily
small outage can be achieved with a sufficiently large network as
long as the channel conditions are above a certain threshold. For
comparison purpose, we also analyze the repetition-cooperation
and space-time-coded-cooperation schemes.

II. SYSTEM MODEL

We consider all the channels in this paper follow frequency
non-selective slow fading model with channel fading coefficient
α and addictive channel noise Z. The channel fading coefficient
α captures the effects of path loss, shadowing and frequency
non-selective fading. We model it as zero-mean, independent,
circularly symmetric complex Gaussian random variables with
variances 1/λ, so that the magnitude |α| is Rayleigh distributed,
and the channel power |α|2 is exponentially distributed with
parameter λ, mean 1/λ and probability density function (pdf):

p|α|2(y) = λe−λy. (y > 0) (1)

The additive channel noise Z captures the receiver noise and other
interference in the system. We model it as a complex Gaussian
random variable with variance N0. Furthermore, assume the same
transmit power constraint, P , for all the terminals. The transmit
signal-to-noise ratio (SNR) γ is defined as

γ =
P

N0
. (2)

III. MUTUAL INFORMATION

In this section, we analyze and compare the mutual informa-
tion for repetition-cooperation, space-time-coded-cooperation and
adaptive-network-coded-cooperation. We assume that the channel

fading coefficient is only known by the receiver, but not by the
transmitter. Let sent-set, S(i), be the set of terminals having
successful receptions of terminal i’s source symbol. Let received-
set, R(i), be the set of broadcasting symbols successfully received
by terminal i. We use subscript (i, j) to denote the channel from
terminal i to terminal j, and use (i, d) to represent the channel
from terminal i to the destination, where i, j ∈ {1, 2, ..., m}. For
convenience, the analysis below considers equal power allocation
between the broadcast and the relay phase and equal time duration
for all the symbols. Nevertheless, since different cooperation
protocols require different numbers of time slots and different
relaying strategies, caution must be taken in normalizing the
transmit SNR and mutual information per unit bandwidth per unit
time.

A. Repetition-Based Cooperations

We consider two types of repetition in this paper: full-
repetition-cooperation (FREP) and partial-repetition-cooperation
(PREP). In FREP, each terminal r is given m−1 time slots to
repeat all the other terminals’ symbols at the relay phase. In effect,
it can at the best relay for |R(r)| terminals (using equal transmit
power)1, and stay idle in other time slots. On the other hand, in
PREP, each terminal r helps only one other terminal i, randomly
selected from R(i). Hence, on average, each source symbol is
repeated by one relay.

The mutual information of FREP between terminal i and the
destination can be computed using the classic Shannon formula
whose equivalent SNR is the sum of the instantaneous SNRs of
the home channel (i, d) and all the relay channels (r, d), where
r ∈ S(i). Mathematically, it can be written as 2

Ifrep =
1
m

log


1 +

γ

2
|αi,d|2 +

∑

r∈S(i)

γ

2|R(r)| |αr,d|2

 . (3)

The mutual information is divided by m because m2 time slots
are assigned to m terminals, and the transmit SNR γ is divided by
|R(r)| because terminal r needs to share its relay power among
all the symbols in its received-set.

Similar, the (average) mutual information of PREP can be
computed using the Shannon formula with a sum SNR for the
home channel and a single relay channel:

Iprep =
1
2
log

(
1+

γ

2
|αi,d|2+

γ

2
|αr,d|2

)
. (r ∈ S(i)) (4)

Since a complete round of cooperation consists of a total of 2m
time slots, the mutual information and the transmit SNR γ is
factored by 1/2.

B. Space-Time-Coded-Cooperation (STCC)

For space-time-coded-cooperation, at the relay phase, terminal
i’s date packet is re-encoded using an optimal |S(i)|-by-1 space-
time code (STC) and relayed simultaneously by all the terminals
r where r ∈ S(i) in one time slot. Since 2m time slots are spent
altogether for m terminals, and the mutual information should be
adjusted by 1/2.

1For a set, |.| denotes its cardinality, this should not be confused with the usual
notation for an absolute value.

2Unless mentioned specially, all the log(.) functions in this paper have base 2.
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As pointed in [2], because of space-time transmission, the
mutual information achieved in the relay phase can be considered
as the Shannon capacity with equivalent SNR being the sum of
the instantaneous SNRs from terminal r for all r ∈ S(i). Since
a relay terminal r ∈ S(i) needs to participate in |R(r)| space-
time transmissions, it shares its relay power among all |R(i)|
space-time symbols. Assuming there exists capacity-approaching
|S(i)|-by-1 STC for all values of |S(i)| ≤ m, we have:

Istc =
1
2
log

(
1+

γ

2
|αi,d|2

)
+

1
2
log


1+

γ

2

∑

r∈S(i)

|αr,d|2
|R(r)|


 . (5)

C. Adaptive-Network-Coded-Cooperation (ANCC)

For ANCC, at the relay phase, all the source symbols are coded
into a single codeword of some network code, and each terminal
relays a different parity symbol of the codeword. Thus, 2m time
slots are used for m terminals, and the mutual information and
the transmit SNR γ need be divided by 2.

We assume that the random network code in use is optimal
(LT-LDPC codes are one class of near-optimal codes which can
perform very closely to the capacities [7]). Thus, the total mutual
information got at the second phase should be the sum of the
Shannon formula with all the terminals’ instantaneous SNR. Since
all the terminals share the total mutual information in the second
phase, for each terminal, the mutual information should be divided
by m. Therefore, we arrive at the following result:

Iancc =
1
2
log

(
1+

γ

2
|αi,d|2

)
+

1
2m

m∑
r=1

log
(
1+

γ

2
|αr,d|2

)
. (6)

IV. OUTAGE PROBABILITY

Outage probability, Γ(R), is defined as the probability that a
system fails to support an instantaneous information rate of R.
The mutual information formulated in the previous subsection can
be used to evaluate the outage performance for (large) wireless
networks, but a closed-form expression is intractable, and the
numerical results depend on the size of the network m and the
conditions of the inter-user channels (i.e. S(i) and R(r)). Below
we focus on the asymptotic case when the network size increases
without bound. Under the assumption of m → ∞, |S(i)| and
|R(r)| tend to be equal for all i, r ∈ {1, 2, ...m}, and they both
trend to infinity. The outage computation for different schemes is
therefore greatly simplified and can eventually arrive at a closed
form. Such asymptotic analysis is useful since it sheds insight
into the scalability of each scheme and forecasts the performance
for large networks.

A. Repetition based protocol

When m →∞, |S(i)| = |R(r)| and the mutual information of
full-repetition-cooperation becomes

lim
m→∞

Ifrep = lim
m→∞

1
m

log


1+

γ

2
|αi,d|2+

∑

r∈S(i)

γ

2|R(r)| |αr,d|2

,

≤ lim
m→∞

1
m

log
(

1 +
γ

2
|αi,d|2 +

γ

2
max
r 6=i

|αr,d|2
)

= 0. (7)

It follows that the asymptotic outage probability for FREP is

Γfrep(R) = lim
m→∞

Pr[Ifrep < R] = 1, (8)

The mutual information of partial-repetition-cooperation when
m →∞ can be written as

lim
m→∞

Iprep =
1
2

log
(
1+

γ

2
|αi,d|2+

γ

2
|αr,d|2

)
, (r ∈ S(i)).

(9)

The asymptotic outage probability can then be written as

Γprep(R) = lim
m→∞

Pr[Iprep < R]

= Pr

[
1
2

log(1 +
γ

2
|αi,d|2 +

γ

2
|αr,d|2) < R

]
,

= Pr
[|αi,d|2 + |αr,d|2 < θ1

]
, (10)

where θ1 =
2(22R − 1)

γ
. (11)

The above equation can be further simplified to

Γprep(R)=
∫ θ1

0

∫ θ1−y2

0

λr,de
−λr,dy1dy1λr,de

−λi,dy2dy2,

=

{
1−exp (−λθ1)− θ1λ exp (−λθ1) , (λr,d =λi,d =λ)
1− λr,d exp(−λi,dθ1)−λi,d exp(−λr,dθ1)

λr,d−λi,d
. (λr,d 6= λi,d)

(12)

where λi,d is the parameter of the exponentially distributed
channel power |αi,d|2.

B. Space-time-coded-Cooperation (STCC)

For STCC, we can write the asymptotic mutual information as

lim
m→∞

Istc =
1
2
log

(
1+

γ

2
|αi,d|2

)
+

1
2
log


1+

γ

2
lim

m→∞

∑

r∈S(i)

|αr,d|2
|R(r)|


.

When m trends to infinity, we have |S(i)| = |R(r)| → ∞.
If we assume that all the user-destination channels are indepen-

dent and identically distributed (i.i.d.) with channel power |α|2
following the pdf in (1), then

lim
m→∞

∑

r∈S(i)

|αr,d|2
|R(r)| = E

[
|α|2

]
=

∫ ∞

0

y λ e−λy dy =
1
λ

. (13)

Thus we have the asymptotic mutual information

lim
m→∞

Istc =
1
2

log
(
1 +

γ

2
|αi,d|2

)
+

1
2

log
(
1 +

γ

2λ

)
, (14)

and the outage probability

Γstc(R) = lim
m→∞

Pr[Istc < R]

= Pr

[
1
2

log
(
1 +

γ

2
|αi,d|2

)
+

1
2

log
(
1 +

γ

2λ

)
< R

]
,

= Pr[ |αi,d|2 < θ2], (15)

where
θ2 =

22R−log(1+ γ
2λ ) − 1

γ/2
. (16)

Therefore,
Γstc(R) =

∫ θ2

0

λi,de
−λi,dydy = 1− e−λi,dθ2 . (17)
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C. Adaptive-Network-Coded-Cooperation (ANCC)

When m →∞, the mutual information of ANCC is

lim
m→∞

Iancc =
1
2
log

(
1+

γ

2
|αi,d|2

)
+ lim

m→∞
1

2m

m∑
r=1

log
(
1+

γ

2
|αr,d|2

)
.

Assuming i.i.d. user-destination channels and following the same
line of thinking as STCC, we have

lim
m→∞

Iancc

=
1
2

log
(
1 +

γ

2
|αi,d|2

)
+

1
2
E

[
log(1 +

γ

2
|α|2)

]
,

=
1
2

log
(
1 +

γ

2
|αi,d|2

)
+

1
2

∫ ∞

0

log(1 +
γ

2
y)λe−λy dy,

=
1
2

log
(
1 +

γ

2
|αi,d|2

)
+

1
2 ln(2)

exp
(

2λ

γ

)
Ei

(
2λ

γ

)
, (18)

where Ei(.) is the exponential-integral function defined as

Ei(x) ,
∫ ∞

x

e−t

t
dt. (x > 0) (19)

Hence, the asymptotic outage probability of ANCC is given by

Γancc(R) = lim
m→∞

Pr[Iancc < R]

= Pr

[
1
2
log

(
1+

γ

2
|αi,d|2

)
+

e2λ/γ

2 ln(2)
Ei

(2λ

γ

)
< R

]
,

= Pr
[|αi,d|2 < θ3

]
=

∫ θ3

0

λi,d exp (−λi,d y) dy,

= 1− exp (−λi,d θ3) . (20)

where
θ3 =

22R−exp( 2λ
γ )Ei( 2λ

γ )/2 ln(2) − 1
γ/2

. (21)

V. NUMERICAL RESULTS

Following the closed-form outage expressions of full-
repetition-cooperation, partial-repetition-cooperation, space-time-
coded-cooperation and adaptive-network-coded-cooperation in
(8), (12), (17) and (20), we evaluate numerically their respective
asymptotic outage probabilities. Figure 2 presents a case where
the spectral efficiency R = 0.5 and all the user-destination
channels are i.i.d. with parameter λi,d = 1. For comparison
purpose, we also plot the outage for direct transmission (i.e. no
cooperation), which is given by

Γdirect = 1− exp(−λi,dθ4), where θ4 =
2R − 1

γ
. (22)

Due to the poor bandwidth efficiency, full-repetition-
cooperation gets an asymptotic outage probability of 1 (for any
R), which means that the transmission rate per user goes to zero
asymptotically. Direct transmission has a diversity order of 1,
so its outage probability decreases only linearly with the increase
of channel SNR. Partial-repetition-cooperation outperforms direct
transmission, but attains a diversity order of no more than 2 de-
spite the existence of infinite terminals. On the other hand, space-
time-cooperation and adaptive-coded-cooperation both achieve an
asymptotically unbounded diversity order. Their outage proba-
bilities drop extremely fast and exhibit an interesting threshold
phenomenon. For the case shown in Figure 2, as long as the
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Fig. 2. Asymptotic outage probabilities.

average channel SNR γ exceeds 3.010dB and 3.998 dB (when
θ2 and θ3 equal 0), STCC and ANCC respectively achieves as-
ymptotically zero outage. Further, STCC and ANCC outperform
repetition-cooperation by more than 27dB at an outage of 10−6.
We should note that ANCC achieves this remarkable performance
without stringent symbol-level inter-user synchronization which
is required for STCC.

VI. CONCLUSIONS

User cooperation in large wireless networks is a potentially
fruitful research area, which can bring remarkable performance
gain. However, immigrating the existing cooperation schemes
developed for the basic three-terminal scenario to the many-
terminal scenario is either inefficient or impractical as the network
size increases. Adaptive-network-coded-cooperation opens a new
direction to perform large-scale wireless user cooperation in an
adaptive, de-centralized and efficient manner.

The simplicity, practicality and efficiency of ANCC were
demonstrated by simulations in [3]. This paper provides a the-
oretical support for its excellent performance by means of outage
analysis. A closed-form outage expression is derived for ANCC
as well as other existing schemes including space-time-coded-
cooperation and full/partial-repetition-cooperation. A threshold
phenomenon for ANCC (and STCC) is also revealed, which
demonstrates the possibility to completely eliminate the system
outage. Considering that ANCC performs only marginally worse
than STCC but obviates the need for stringent inter-user synchro-
nization, it is therefore a very attractive protocol in practice.
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