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Mixup [3]

Mix-up example

Figure: Example for interpolation.
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From ERM to VRM [1]

Expected Risk:

Function f : X 7→ Y where (x ,y)∼ P(X ,Y ).
Loss function l : X ×Y → R
R(f ) =

∫
l(f (x),y)dP(x ,y)

Empirical Risk:

Training data D = {(xi ,yi )}ni=1, where (xi ,yi )∼ P for all i = 1, . . . ,n.
Rδ (f ) =

∫
l(f (x),y)dPδ (x ,y) = 1

n ∑
n
i=1 l(f (xi ),yi )

Pros and Cons? Other methods to approximate P? Vicinal Risk
Minimization (VRM) [1].
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From VRM to Mixup

Vicinity distribution Pv (x̃ , ỹ) = 1
n ∑

n
i=1 v(x̃ , ỹ |xi ,yi )

v(x̃ , ỹ |xi ,yi ) = N (x̃−xi ,σ
2)δ (ỹ = yi )

Dataset Dv := {(x̃i , ỹi )}mi=1

Empirical vicinal risk: Rv (f ) = 1
m ∑

m
i=1 l(f (x̃i ), ỹi )

Mixup
µ(x̃ , ỹ |xi ,yi ) = 1

n ∑
n
j Eλ [δ (x̃ = λ ·xi +(1−λ ) ·xj , ỹ = λ ·yi +(1−λ ) ·yj )]

where λ ∼ Beta(α,α), for α ∈ (0,∞).
x̃ = λxi + (1−λ )xj , ỹ = λyi + (1−λ )yj where λ ∈ [0,1]

Figure: Beta distributions.
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v(x̃ , ỹ |xi ,yi ) = N (x̃−xi ,σ
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Mixup Illustration

Figure: Toy example. Green: Class 0. Orange:
Class 1. Blue shading indicates p(y = 1|x). [3]

Figure: Prediction error in-between training data. Evaluated at
x = λxi + (1−λ)xj , a prediction is counted as a ”miss” if it does
not belong to {yi ,yj}. The model trained with mixup has fewer
misses. [3]
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Mixup for Graph

Graph G = (V ,E )
xi , neighborhood of node i is N(i) = {j ∈ V |(i , j) ∈ E}
GNN:

h
(l)
i = AGGREGATE(h

(l−1)
i ,{h(l−1)

j |j ∈ N(i)},W (l)).

h
(0)
i = xi .

Graph classification: hG = READOUT({h(L)
i |i ∈ V }).

Figure: A GNN layer.
Figure: Receptive field of
node A.
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Mixup for Node Classification

Mixup: x̃i ,j = λxi + (1−λ )xj ,
Two-branch Mixup for nodes (mix the receptive field subgraphs):

h̃
(l)
ij ,i = AGGREGATE(h̃

(l−1)
ij ,{h(l−1)

k |k ∈ N(i)},W (l))

h̃
(l)
ij ,j = AGGREGATE(h̃

(l−1)
ij ,{h(l−1)

k |k ∈ N(j)},W (l))

Node mixup

h̃
(l)
ij = λ h̃

(l)
ij ,i + (1−λ )h̃

(l)
ij ,j .

where h̃
(0)
ij = x̃i ,j .

Figure: Two-branch mixup for nodes A and B.
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Mixup for Node Classification

How to get h
(l)
k and h̃

(l)
ij ? Two-stage Mixup.

Figure: Two-stage mixup for getting h
(l)
k and h̃

(l)
ij .
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Mixup for Graph Classification

Only mixup two graphs in the embedding space.

h̃G1,G2 = λhG1 + (1−λ )hG2

ỹG1,G2 = λyG1 + (1−λ )yG2

Figure: Mixup for graph classification.
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Algorithm
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Experiments

Node classification

Figure: Test Accuracy of transductive node classification.
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Experiments

Varied training ratios r .

Figure: Test Accuracy of node classification over different training set ratios.
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Experiments

t-SNE plot for the final-layer representations.
Loss on the test data during training.

Figure: The learned representations of
the nodes in the Cora dataset.

Figure: The training curves
of GCN with and without
Mixup.
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Experiments

Two-stage framework.

Figure: The node classification results with and without two-stage framework.

Selection for α in Beta(α,α).

Figure: Node classification results with different
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