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Introduction

w : parameters (e.g. weights and biases).

λ : hyperparameters (e.g. weight decay).

LV : validation loss. LT : training loss.

Hyperparameter optimization → bilevel optimization as:

λ
∗ = arg min

λ

= LV (λ ,w∗) subject to w∗ = arg min
w

LT (λ ,w)

Best-response function: w∗(λ ) = arg minw LT (λ ,w)

λ
∗ = arg min

λ

= LV (λ ,w∗(λ ))→ Single-level

Approximate the best-response w∗: function ŵφ (λ ;φ)≈ w∗

λ
∗ = arg min

λ

= LV (λ , ŵφ (λ ))→ updating φ andλ
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Bilevel optimization Problem

min
λ∈Rn

F (λ ,w) Upper-level

subject to w ∈ arg min
w∈Rm

f (λ ,w) Lower-level

Lower-level

Evaluate on f (λ ,w)⇐⇒ LT (λ ,w)
Optimize parameters w with fixed hyperparameters λ .
w∗

Upper-level

Based on w∗

Evaluate on F (λ ,w)⇐⇒ LV (λ ,w∗)
Optimize λ ⇐⇒ hyperparameters.
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Gradient descent (GD) via the best-response function

min
λ∈Rn

F (λ ,w) Upper-level

subject to w ∈ arg min
w∈Rm

f (λ ,w) Lower-level

Assume the lower-level problem has a unique optimum w∗(λ ) for
each λ .

min
λ∈Rn

F ∗(λ ) := F (λ ,w∗(λ )) Single-level

Can we minimize this problem using GD on F ∗(λ ) w.r.t. λ ?
1 Differentiability on λ .
2 There is a unique optimum w∗(λ ) for the lower-level problem for each

λ .
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Gradient descent (GD) via the best-response function

min
λ∈Rn

F ∗(λ ) := F (λ ,w∗(λ )) Single-level

We give sufficient conditions for the above two points to hold in a
neighbourhood of a point (λ0,w0).

Lemma 1.

Let w0 solve the lower-level problem for λ0. Suppose f is C 2 in a
neighborhood of (λ0,w0), and the Hessian ∂ 2f /∂w2(λ0,w0) is positive
definite. Then for some neighborhood U of λ0, there exists a continuously
differentiable function w∗ : U → Rm such that w∗(λ ) is the unique
solution to lower-level problem for each each λ ∈ U and w∗(λ0) = w0.

Gradient of F ∗

∂F ∗

∂λ
(λ0) =

∂F

∂λ
(λ0,w

∗(λ0)) +
∂F

∂w
(λ0,w

∗(λ0))
∂w∗

∂λ
(λ0)
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Gradient descent of F ∗

Gradient of F ∗

∂F ∗

∂λ
(λ0) =

∂F

∂λ
(λ0,w

∗(λ0)) +
∂F

∂w
(λ0,w

∗(λ0))
∂w∗

∂λ
(λ0)

∂F
∂λ

(λ0,w
∗(λ0))→ direct gradient.

∂F
∂w (λ0,w

∗(λ0)) ∂w∗

∂λ
(λ0)→ response gradient.

Summary

1 Use best-response function w∗(λ ) to substitute w .

2 Assume two conditions hold in a neighborhood of a point (λ0,w0)
where w0 is the solution to the lower-level problem given λ0.

3 Chain rule.

Question: how to get this w∗(λ )?
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Approximate the best-response function

∂F

∂w
(λ0,w

∗(λ0))
∂w∗

∂λ
(λ0) response gradient

Approximate w∗

Global approximation
Local approximation

Approximate ∂w∗

∂λ
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Global and local approximation

Approximate the global best-response w∗: function ŵφ (λ )≈ w∗

ŵφ is a hypernetwork.
Lower-level: minφ Eλ∼p(λ )[f (λ , ŵφ (λ ))]
Upper-level: minλ∈Rn F (λ , ŵφ (λ ))

Approximate the local best-response w∗: function ŵφ (λ )≈ w∗

Approximate w∗ in a neighborhood around the current λ .
Lower-level: minφ Eε∼p(ε|σ)[f (λ + ε, ŵφ (λ + ε))]
p(ε|σ) is a Gaussian noise distribution.
Perturb the upper-level λ and get the approximate ŵφ .

Figure: The effect of the sampled neighborhood. Left: fixed λ . Middle: proper sampled
range. Right: large sampled range.
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Upper-level: minλ∈Rn F (λ , ŵφ (λ ))
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Self-Tuning Networks (STN)

1 How to construct the best-response approximation ŵφ ?

2 Automatically adjust the scale of the neighborhood when training the
φ .

Weight matrix: W ∈ RDout×Din ; bias vector: b ∈ RDout .

Hyperparameter λ ∈ Rn

Best-response for W and b:

Ŵφ (λ ) = Welem + (Vλ )�row Whyper Dout(2Din +n)

b̂φ (λ ) = belem + (Cλ )�bhyper Dout(2 +n)
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cont.

Best-response for W and b:

Ŵφ (λ ) = Welem + (Vλ )�row Whyper Dout(2Din +n)

b̂φ (λ ) = belem + (Cλ )�bhyper Dout(2 +n)

Collect the equations:

Ŵφ (λ )x + b̂φ (λ ) = [Welemx +belem] + [(Vλ )� (Whyperx) + (Cλ )�bhyper ]

Figure: Best-response structure.
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Example: construct the best-response for two-layer linear
Networks.

2-layer NN: w = (Q,s) ∈ RD×D ×RD

input x ∈ RD , target t ∈ R.

Best-response function: ŵ(λ ) : Rn→ Rm.

First-layer:

Second-layer:

Loss:

LT (λ ,w) = ∑
(x ,t)∈D

(y(x ;w)− t)2 +
1

|D|
exp(λ )‖∂y

∂x
(x ;w)‖2
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Optimal solution for w∗(λ )
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Chose the σ(·) to get Q∗.
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Exact best-response for the example.

Theorem 2.

Let w0 = (Q0,s0), where Q0 is the change-of-basis matrix to the principal
components of the data matrix and s0 solves the regularized version of lT
in this example given Q). Then there exist v ,c ∈ RD such that the
best-response function w∗(λ ) = (Q∗(λ ),s∗(λ )) is

Q∗(λ ) = σ(λv + c)�row Q0

s∗(λ ) = s0

Figure: Best-response structure.
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Sampled neighborhood.

Figure: The effect of the sampled neighborhood. Left: fixed λ . Middle: proper sampled range.
Right: large sampled range.

Include an entropy term for the upper-level optimization:

Eε∼p(ε|σ)[F (λ + ε, ŵφ (λ + ε))]− τH[p(ε|σ)]
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Algorithm

Figure: STN training algorithm.
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Drop out

Figure: Validation and test perplexity with different dropout settings.
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Drop out

Figure: Validation and test perplexity for different methods.
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