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Notations

Sample 𝑥 ∈ 𝒳 ⊂ ℝ! , 𝑦 ∈ 𝒴. In this paper, 𝒳 = 0,1 !

A model 𝑓:ℝ! → ℝ" maps 𝑥 to logits (before softmax) 𝑧 ∈ ℝ".
The classification probability 𝑝# 𝑦 𝑥 = softmax# 𝑧

𝑓$ 𝑥 is the 𝑘-th element of the vector 𝑓 𝑥 .
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Adversarial example generation

To find adversarial examples, two alternatives:
1. Satisfying a distance constraint:

9ind 𝛿 s. t. argmax$ 𝑓$ 𝑥 + 𝛿 ≠ 𝑦
𝐷 𝑥 + 𝛿, 𝑥 ≤ 𝜖; 𝑥 + 𝛿 ∈ 𝒳

2. Minimize distortions w.r.t. a distance function:
min
%
𝐷 𝑥 + 𝛿, 𝑥 s. t. argmax$ 𝑓$ 𝑥 + 𝛿 ≠ 𝑦

𝑥 + 𝛿 ∈ 𝒳
𝐷 is a distance function.
Solving Eq. (2) is equivalent to solving Eq. (1) for every 𝜖.

The constraint 𝑥 + 𝛿 ∈ 𝒳 is handled by a simple projection operation 𝒫 &,( (omit in the rest).
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Adversarial example generation

min
%
𝐷 𝑥 + 𝛿, 𝑥 s. t. argmax$ 𝑓$ 𝑥 + 𝛿 ≠ 𝑦

Since argmax is not differentiable, we replace it with an inequality constraint on logits:
min
%
𝐷 𝑥 + 𝛿, 𝑥 s. t. 𝑓# 𝑥 + 𝛿 − max$)# 𝑓$ 𝑥 + 𝛿 < 0

However, the constraint is not scale invariant, which results in “gradient masking”:
For some 𝑥 with ∇*ℓ 𝑥, 𝑦 ≈ 0, it becomes in practice ∇*ℓ 𝑥, 𝑦 = 0, since typically single precision is 
used. Thus the sign of the gradient becomes zero and one does not get meaningful ascent directions.

Replace the constraint with Difference of Logits Ratio (DLR)
min
%
𝐷 𝑥 + 𝛿, 𝑥 s. t. DLR+ 𝑓 𝑥 + 𝛿 , 𝑦 < 0

DLR+ 𝑧, 𝑦 =
𝑧# −max,)#

𝑧,
𝑧-! − 𝑧-"

𝑧 = 𝑓 𝑥 and 𝜋 is the decreasing ordering of elements of 𝑧.
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General Lagrangian algorithm

min 𝑔 𝑥 s. t. ℎ 𝑥 < 0
Construct a Lagrangian function and set 𝑃 ℎ(𝑥), 𝜌 = −𝜌ℎ 𝑥 :

𝐺 𝑥, 𝜌 = 𝑔 𝑥 + 𝑃 ℎ 𝑥 , 𝜌 = 𝑔 𝑥 − 𝜌ℎ 𝑥 , 𝜌 ∈ ℝ+
To find the partial derivative of 𝐺 w.r.t. 𝑥 and 𝜌, and set them to zero:

𝜕𝐺
𝜕𝑥

= 0,
𝜕𝐺
𝜕𝜌

= 0

Usually, it is hard to find zero-gradient points directly, we use gradient descent:

𝑥 ,+( = 𝑥(,) − 𝜂*
𝜕𝐺
𝜕𝑥

, 𝜌 ,+( = 𝜌 , + 𝜂0
𝜕𝐺
𝜕𝜌
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General Augmented Lagrangian algorithm

min 𝑔 𝑥 s. t. ℎ 𝑥 < 0
Construct a Lagrangian function with 𝑃 ℎ 𝑥 , 𝜌, 𝜇 :

𝐺 𝑥, 𝜌, 𝜇 = 𝑔 𝑥 + 𝑃 ℎ 𝑥 , 𝜌, 𝜇 , 𝜌 ∈ ℝ+, 𝜇 ∈ ℝ+

𝑃 ℎ 𝑥 , 𝜌, 𝜇 is a penalty-Lagrangian function such that 𝑃1 𝑦, 𝜌, 𝜇 = 2
2#
𝑃 𝑦, 𝜌, 𝜇 exists and is 

continuous for all 𝑦 ∈ ℝ and 𝜌, 𝜇 ∈ ℝ+3 , and satisfies four axioms:

Example for 𝑃 𝑦, 𝜌, 𝜇 :
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General Augmented Lagrangian algorithm

Line 2 - 3: inner iteration to find minimal 𝑥 on current situation.
Line 4: update 𝜇
When ℎ 𝑥 is not satisfied:
→ 𝑃1 ℎ 𝑥 , 𝜌, 𝜇 should be large (to infinity)
→ increase 𝜇 (weights of penalty)
Line 5-9: update 𝜌
→ if constraints ℎ 𝑥 do not reduce significantly
→ multiply 𝜌 with a fixed factor (2~100)
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Augmented Lagrangian Attack

Compare Generic Augmented Lagrangian and ALMA algorithms.
Recall that min

%
𝐷 𝑥 + 𝛿, 𝑥 s. t. DLR+ 𝑓 𝑥 + 𝛿 , 𝑦 < 0

Use EMA and projection gradient to update 𝜇;
Update 𝑥 and 𝜇 update jointly and discard inner iterations;
New rules to update 𝜌.
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Augmented Lagrangian Attack

Use EMA and projection gradient to update 𝜇 to alleviate the spiking values.
Increase 𝜌 when no adversarial example is found, and the constraint doesn’t improve.

Other tricks:
Penalty function 𝑃 ℎ 𝑥 , 𝜌, 𝜇 is of great importance.
Initialize learning rate adaptively.
Apply learning rate decay to balance exploration and exploitation.
Replace classic gradient descent with RMSProp and momentum method.
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Experiments

Datasets: MNIST, CIFAR10, ImageNet
Budgets: 100 and 1000 iterations
Metrics: 

Attack Success Rate (ASR): the proportion of examples for which an adversarial perturbation is 
found; and the median perturbation size.

Complexity: the average number of forward and backward propagations per sample needed.
Target models:

For MNIST: 1. SmallCNN with regularly training; 2. SmallCNN-DDN with 𝑙#-adversarially training;

3. SmallCNN-TRADES with 𝑙$-adversarially training; 4. CROWN-IBP with 𝑙$-adversarially training.

For CIFAR10: 1. Wide ResNet 28-10 with regularly training; 2. Wide ResNet 28-10 with 𝑙$-adversarially training;

3. ResNet-50 with 𝑙#-adversarially training.

For ImageNet: 1. ResNet with regularly training; 2. ResNet with 𝑙$-adversarially training;

3. ResNet with 𝑙#-adversarially training.

Baselines:
𝑙% attacks: EAD, FAB and FMN;  𝑙# attacks: C&W, DDN, FAB and FMN;

CIEDE2000 attacks: PerC-AL;  LPIPS attacks: LPA;  Other attacks: APGD, C&W type attack for CIEDE2000 and LPIPS.
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Experimental Results

ALMA performs best w.r.t. ASR, perturbation geometric median size, complexity, robust accuracy.
(MNIST dataset)
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Experimental Results

ALMA performs best, similar conclusion on CIFAR10 and ImageNet.
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