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Introduction

A set of images: X = {xn}Nn=1 without the ground-truth labels.

A unique surrogate label yn ∈ {1,2, . . . ,N} for each xn, yn 6= yj ,∀j 6= n.

Two encoder networks:
Student Network fθ : xn 7→ vyn ∈ Rd

Teacher Network fθ ′ : xn 7→ fn ∈ Rd

Probability classifier:

p(Y |X ) =
N

∏
n=1

p(yn|xn) =
N

∏
i=1

exp(v>yn fn/τ)

∑
N
i=1 exp(v>i fn/τ)

where τ is the temperature hyper-parameter.[1]

InfoNCE Loss[2] (Noise Contrastive Estimation):

log
exp(v>yn fn/τ)

exp(v>yn fn/τ) + ∑
v
i=1 exp(q>i fn/τ)

where q ∈ Rv×d is a queue storing previous embeddings from fθ ′ .
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Mixture of contrastive experts

Unsupervised clustering: partition a dataset X with N observations into K
clusters.

Cluster label of xn: zn ∈ {1,2, . . . ,K}
Probability classifier:

p(Y |X ) =
N

∏
n=1

p(yn|xn) =
N

∏
n=1

K

∏
k=1

p(yn,zn = k|xn)1(zn=k)

=
N

∏
n=1

K

∏
k=1

p(zn = k|xn)1(zn=k)p(yn|xn,zn = k)1(zn=k)

where 1(·) is an indicator function.
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Gating functions and experts

p(Y |X ) =
N

∏
n=1

K

∏
k=1

p(zn = k |xn)1(zn=k)p(yn|xn,zn = k)1(zn=k)

One expert: p(yn|xn,zn = k)

Gating function: p(zn = k |xn)
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Gating function

Gating function: organizes the instance discrimination task into K simpler
subtasks.

Encoder network gψ : xn 7→ gn ∈ Rd

Gating function:

p(zn|xn) =
exp(ω>zngn/κ)

∑
K
k=1 exp(ω>k gn/κ)

where κ is the temperature, and ω = {ωk}Kk=1 is the gating
prototypes.

Figure: Gating function.
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Experts

Expert: solves the instance discrimination subtask arranged by the gating
function.

p(yn|xn,zn) =
Φ(xn,yn,zn)

Z (xn,zn)

Φ(xn,yn,zn) = exp(v>yn,zn(fn,zn + µzn)/τ)

Zn(xn,zn) = ∑
N
i=1 Φ(xn,yi ,zn) is a normalized constant.

Student network: fθ : xn 7→ fn = {fn,k}Kk=1 ∈ RK×d

Teacher network: fθ ′ : xn 7→ vyn = {vyn,k}Kk=1 ∈ RK×d

µ = {µk}Kk=1 is the cluster prototypes for the experts.

Figure: Expert function.
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Expectation Maximization (EM) algorithm

Figure: Graphical Representation for EM algorithm.

Observed variables X , the goal is to maximize the likelihood: p(X |θ)
w.r.t. θ .

Initial setting for θold .

E step: evaluate p(Z |X ,θold).

M step: evaluate θnew = arg maxθ ∑Z p(Z |X ,θold) lnp(X ,Z |θ)
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Evidence lower bound (ELBO)

logp(Y |X ;θ ,ψ,µ)

= Eq(Z |X ,Y )[log
p(Y ,Z |X ;θ ,ψ,µ)

q(Z |X ,Y )
] +DKL(q(Z |X ,Y )‖p(Z |X ,Y ;θ ,ψ,µ))
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cont.

ELBO:

L(θ ,ψ,µ;xn,yn) = Eq(Z |X ,Y )[log
p(Y ,Z |X ;θ ,ψ,µ)

q(Z |X ,Y )
]
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E step

p(zn|yn,xn;θ ,ψ,µ) =
p(zn|xn;ψ)p(yn|xn,zn;θ ,µ)

∑
K
k=1 p(k |xn;ψ)p(yn|xn,k ;θ ,µ)

Gating function, Expert.
Expert:

p(yn|xn,zn) =
Φ(xn,yn,zn)

Z (xn,zn)

Φ(xn,yn,zn) = exp(v>yn,zn(fn,zn + µzn)/τ)

Zn(xn,zn) =
N

∑
i=1

Φ(xn,yi ,zn)

Approximated normalized constant:

Ẑ (xn,zn;θ ,µ) = Φ(xn,yn,zn) +
v

∑
i=1

exp(q>i ,zn(fn,zn + µzn)/τ)
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M step

Stochastic Gradient Ascent to optimize ELBO w.r.t. θ ,ψ and µ.

L̃(θ ,ψ,µ;xn,yn) = Eq(zN |xn,yn;θ ,ψ,µ)

[
log

Φ(xn,yn,zn;θ ,µ)

ˆZ (xn,zn;θ ,µ)

]
−DKL(q(zn|xn, tn;θ ,ψ,µ)‖p(zn|xn;ψ))
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cont.

arg maxµk
= ∑

N
n=1 q̂(zn = k |xn,yn)v>yn,kµk/τ. s.t.‖µk‖= 1.
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Experiments

Figure: Unsupervised clustering performance of different methods.
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t-SNE plot

Figure: Visualization of the image embddings of MiCE.

Figure: Ablation study for experts and gating.
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