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Introduction

Class imbalance problem
Algorithm-level: cost sensitive learning.
Data-level: re-sample the original dataset such as SMOTE[1].
Hybrid approaches.

Re-sample [3]:
Over-sampling: random and focused over-sampling for minority class.
Under-sampling: random and focused under-sampling for majority class.

Figure: An example for re-sampling.
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Synthetic Minority Over-sampling Technique (SMOTE)

Over-sampling:
Replicate the original data.
Generate new synthetic data.

SMOTE:
Over-sample the minority class.
Synthetic examples are introduced along the line segments joining
any/all of the k minority class nearest neighbors.

Figure: An example for SMOTE.
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SMOTE

Decision region for over-sampling the minority class with replication
(left) and synthetic generation (right).

Figure: Decision region (solid line) as
a result of replicating minority directly.

Figure: Decision region (dashed line) as a result
of using synthetic data.

Jiaxin Liu (Group Reading) Paper: GraphSMOTE: Imbalanced Node Classification on Graphs with Graph Neural Networks. [5]October 7, 2021 5 / 17



SMOTE and Mixup

Table: Comparison between SMOTE[1] and Mixup [4].

SMOTE Mixup

Source for the generation Two minority examples Any two examples

Class for the synthetic data Minority class λy1 + (1−λ)y2

Model training Original and synthetic data Synthetic data only

Weakness Know the neighbors’ info Inaccurate synthetic label

Jiaxin Liu (Group Reading) Paper: GraphSMOTE: Imbalanced Node Classification on Graphs with Graph Neural Networks. [5]October 7, 2021 6 / 17



GraphSMOTE

Task: node classification task on graph G = {V ,A,F} in the transductive
setting.

V = {v1, · · · ,vn} is a set of n nodes.

A ∈ Rn×n is the adjacency matrix

F ∈ Rn×d denotes the node attribute matrix.

Y ∈ Rn is the class information for node in G .

VL, YL denotes the nodes in the training set and their labels.

m classes: {C1, · · ·Cm}
Imbalanced ratio: mini |Ci |

maxi |Ci | statisticized from VL.

Goal: given the imbalanced node class set and a labeled training set VL,
find a node classifier f (V ,A,F )→ Y that works well for both majority and
minority classes.
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GraphSMOTE

Idea:

1 generate synthetic minority nodes → feature encoder and node
generator;

2 assign links for these synthetic nodes → edge generator;

3 train the GNN on this augmented balanced graph → GNN classifier.

Figure: An example of bot detection on a social network and the idea of over-sampling.
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Feature extractor and synthetic node generation

Feature extractor?
Raw node feature space is sparse and high-dimensional → hard to get
similar nodes from the same class
Raw features don’t consider the graph structure.

Use one block of GraphSAGE [2] as the feature extractor.

h1
v = σ(W 1 ·CONCAT(F [v , :],F ·A[:,v ]))

Figure: An example for GraphSAGE.

Jiaxin Liu (Group Reading) Paper: GraphSMOTE: Imbalanced Node Classification on Graphs with Graph Neural Networks. [5]October 7, 2021 9 / 17



Node generation

Adopt SMOTE algorithm to generate synthetic node using the embedding
features.
For a labeled minority node h1

v and ite label Yv

1 Find closest labeled node to node h1
v in class Yv .

nn(v) = arg min
u
‖h1

u−h1
v‖, Yu = Yv

2 Generate the synthetic node.

h1
v ′ = (1−σ) ·h1

v + σ ·h1
nn(v)

where σ ∈ [0,1], and Y 1
v ′ = Yv .
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Edge generator

Edge generator models the existence of edges among nodes and can
predict the edges for the synthetic nodes.

Trained on the real nodes and existing edges.

Used to predict the neighbor information for the synthetic nodes.

Ev ,u = softmax(σ(h1
v ·S ·h1

u
>))

where Ev ,u predicts the relation between node u,v and S is the
parameter matrix.

Loss function:
Ledge = ‖E −A‖2

F

Ã[v ′,u] =

{
1, if Ev ′,u > η

0, otherwise
or Ã[v ′,u] = Ev ′,u.
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GNN classifier

After adding the augmented nodes:

Node representation: H1→ H̃1

Training set: VL→ ṼL

Graph: G̃ = {Ã, H̃}
Introduce another block of GraphSAGE and a linear layer:

h2
v = σ(W 2 ·CONCAT(h1

v , H̃
1 · Ã[:,v ])),

Pv = softmax(σ(W c ·CONCAT(h2
v ,H

2 · Ã[:,v ])),

where H2 denotes the node representation from the second
GraphSAGE block, W 2,W c refer to the weight parameters.

Loss
Lnode =− ∑

u∈ṼL

∑
c

(1(Yu == c) · log(Pv [c]))

Jiaxin Liu (Group Reading) Paper: GraphSMOTE: Imbalanced Node Classification on Graphs with Graph Neural Networks. [5]October 7, 2021 12 / 17



Optimization Objective

Final objective function:

min
W 1,S ,W 2,W c

= Lnode + λ ·Ledge

Figure: Overview of the framework.
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Experiments

Dataset:
1 Cora: citation network containing 2708 papers from 7 areas.

Majority classes: each class have a training set containing 20 nodes.
Minority class: randomly samples 3 classes and down-sample
20× imbalance ratio(0.5)).

2 BlogCatalog: 25%,25%,50% for training, validation and test set.

Majority: .
Minority: 14 classes smaller than 100.

3 Twitter: 25%,25%,50% for training, validation and test set.

Imbalanced ratio: 1:30.

Baselines:

Over-sampling, Re-weight.
SMOTE, Embed-SMOTE.
GraphSMOTET , GraphSMOTEO

GraphSMOTEpreT , GraphSMOTEpreO
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Experiments

Figure: Comparison of different approaches for imabalanced node classification.
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Experiments

Figure: Affects of over-sampling scale on Cora dataset.

Figure: Affects of hyper-parameter λ on Cora dataset.
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Experiments

Figure: Node classification performance on Cora under various imbalance ratios.
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