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The game of billiards provides a simple, yet surprisingly interesting simulation and planning problem.  When considered as just a collection of circles in the plane, collision detection is as simple as it ever is, allowing the focus of the problem to remain elsewhere.  Being able to simulate the action of a number of rolling pool balls is not in and of itself particularly useful, but the algorithm can often be modified slightly to be useful in other contexts.  The inverse problem is also interesting: given the initial placement of a number of balls, and their desired locations, what velocities should we give them so that they all end up where we would like them to?  This problem has useful applications in animation, where an animator often wants to specify the ending configuration of a number of objects, but simply changing the initial conditions is too non-intuitive to be useful.  The main problem worked on is the shot planning problem.  Given a cue ball, an object ball and a number of other balls, what initial velocity does the cue ball need in order to sink the object ball into the desired pocket?  This problem differs from the path planning problems we discussed in class because of the method of control.  With the unicycle or a similar robot the motion could be controlled at any time during its run, no matter how constrained that motion might be.  In my problem, however, the only time at which I have any control over the motion of the system is in the initial velocity of a single ball.  This makes the search methods discussed in class ill-suited to finding a shot in billiards.


The code I have written can be divided into two main parts: the simulator and the planner.  The simulator is almost identical to the simulator described in the Lubachevsky paper ([4]).  It has the slight addition of checking for balls entering pockets: each time a ball collides with a wall the simulator checks to see if the ball is sufficiently close to the center of a pocket so that it would fall in.  If it is so close, the simulator removes the ball from the table (teleporting it to a location past the upper left corner) and sets its velocity to zero, so that it cannot be involved in any more collisions.  It leaves the ball in the array, however, to avoid the hassle of making sure all the indices are properly updated.  As a final detail, if the ball just sunk happens to be the object ball, the simulator makes a note of that fact.  The two optimizations mentioned in [4] are absent from my simulator, however.  The sectoring method of dividing the board into smaller segments so that one doesn’t have to check each pair of balls for collision times was abandoned in favor of the slower, but significantly easier to code naïve approach.  He also mentions using a heap to store the events, so that the first step of choosing the next one can be accomplished in O(log n) time instead of the O(n) which my program takes, since it has to search through the whole list instead of updating a heap.  My simulator also does not apply any frictional forces to the balls, either while rolling or during impact.  Reasons for this are discussed later.

There are two papers which provide the basis for my simulator.  The first, [4] does exactly that.  It provides an algorithm to simulate a number of bodies in motion which experience what Lubachevsky refers to as “discrete asynchronous pairwise interactions.”  What this means is that the balls, for the most part, move around independent of each other, except for isolated instances where two of them collide (the paper shows that the probability of three balls colliding at the same time is zero).  The algorithm in this paper involves scheduling these pairwise interactions instead of proceeding from timestep to timestep.  The algorithm finds the next collisions to occur and moves to that time, where it resolves the collision and updates the velocities of the affected balls, then feeds that new information back into the scheduler, to determine what those balls will hit next.


The other paper [2] describes a method of sectoring the table in order to increase the efficiency of the algorithm.  By only having a ball consider balls in sectors near to it as possibilities for collision, and by considering moving from one sector to another as a type of collision (one which involves to change in velocity, but a change in the set of possible colliding balls) each ball does not have to check all the balls on the table after each collision.  This sectoring method breaks down when most of the balls cluster in one sector, such as during the break, and in that case [2] recommends a dynamic sectoring approach, where a sector with too many balls in it is re-sectored until each sub-sector has a reasonable number of elements.  As mentioned previously, this did not make it into the program.


The planner works in much the same way that I described in my proposal, with a few limitations.  Because the simulator abandoned friction, all bounces have to be frictionless, which means that there is no leeway in the angle at which balls leave the rail, making the planning somewhat more constrained.  Under the assumption that ball-to-ball collisions are elastic no spin could have been imparted to any ball but the cue, so this constraint does not affect the majority of the bounces.  From some more reading on [1] I gather that in real billiards this is almost the case, except for very powerful hits with correspondingly large spin.  The lack of friction also means that that there is nothing to be gained by having the cue ball spin.  Since the two constraints on the cue’s velocity were that it would have to travel fast enough to hit its target with sufficient velocity to give that ball its required speed, and that it had to have a large enough linear velocity to allow it to spin as fast at it needed, and both of these constraints have since been removed by removing friction, there is really no constraint on the cue’s speed.  Thus the planner finds the angle which it has to travel, and then assigns it x and y components of velocity with an arbitrary magnitude.  

I have successfully added the ability for the planner to find combination shots.  The method for doing so is similar to how I described it in my proposal, with some important differences.  Because I am considering shots bouncing off the boundaries of the table, the equations for finding which balls are best for a particular shot are not very useful, since they only consider shots with no bouncing.  Instead, I assume that any ball on the table could make a particular shot, though if possible the cue ball is preferable.  If the cue ball is unable to make the shot in question, I iterate through all possible other balls until I find one which can make the shot.  I then remove that one from the list of valid balls to make a shot, and find the location which the next ball in the chain will need to move to in order to strike it correctly.  Then I start again, checking if the cue ball can make this new shot.  


Because of the abandonment of friction, the work of [5] and [6] became rather less relevant to my planner.  Conversely, [1] provided some useful inspiration for a new method of computing the location of bounces.  The method described in my draft for finding a path for two rail bounces is overly complicated and confusing.  The new method for finding the locations of the bounces can be discovered by examining figures 1 and 2.



  Figure 1
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  Figure 2
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Because bouncing off a rail only negates part of the velocity (in this case the y component) the magnitude remains unchanged.  This means that if the three legs of the path were lined up end to end as shown in figure 2, they would make a straight line, whose slope is fairly simple to deduce.  The change in y is the distance from ball 1 to the bottom, plus the distance from ball 2 to the top, plus the height of the table.  The change in x is the horizontal distance from ball 1 to ball 2.  Since the slope of any part of a straight line is the same as the slope of the whole thing, this allows us to easily get an equation for the line.  The same technique can be applied to a path with a single bounce. 

The problem of finding a path bouncing off two perpendicular rails is rather more difficult.  Given a pair of rails and the location of the ball and the target, only one order of bounces makes sense: either clockwise or counterclockwise; the other order of bounces will never be able to complete the path.  For a visual demonstration, see figures three and four.  The problem with this is that while it is visually obvious which way to hit the ball, it is not so clear from a computer’s standpoint.  This being a fairly trivial problem,  I decided to put my efforts elsewhere, and it ended up not getting solved.  Of course, had it been, an application of the above technique would have been sufficient to find the point on each rail where the bounce would occur.
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  Figure 3










In this situation, only
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  Figure 4




order works.
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The last thing that the planner does is estimate the time that it will take for all the balls to complete their bounces and sink the object ball.  This is somewhat difficult, since each ball in the chain will move slower than the ball before, depending on how directly it was hit.  Thus the planner makes a gross estimate by finding the total length of the path, then multiplying it by 1.5 times the velocity scalar originally applied to the cue.  This is pure magic, but intuition suggests that it should provide a suitable upper bound for most cases. 


As I left for Thanksgiving break, I was certain that I had a decent grasp on the equations in [5] and [6] that would allow me to add frictional bounces to the simulator.  As I changed trains in New York I had written enough pseudocode to feel confident enough to begin writing real code.  Somewhere near Philadelphia I was pretty sure I had it working.  However, by the time I got all the way home it was apparent that something was very, very wrong.  Over the course of the next few days all attempts at figuring out what was wrong failed, and I decided that I should focus on getting the rest of the thing to work well.  In the intervening period, I think I have identified two possible sources of error, though I am not sure which is the problem, nor how to fix them.  The first is the jump(ball, time, obstacle) method in Simulator.cpp.  This is the one that would have implemented the Routh impact model, bouncing balls off walls.  At the time I wrote the code I felt that I had a good grasp on what I was doing, but it repeatedly gave me nonsensical answers under testing, and I am fairly certain that it wasn’t because of some silly rounding errors or anything like that.  I reworked my equations and pseudocode, but all the fixes I tried didn’t make any significant difference.  

The second place that the friction model was having trouble was in the interaction_time methods.  [4] gave some equations for finding the interaction time of two balls with no friction, and finding the time a ball reaches a wall isn’t hard.  However, adding friction complicated things significantly.  The specifics of the algorithm I tried are not relevant to this discussion (and, frankly, a little embarrassing).  I suppose there is a chance that I got it right, but it seems likely that that method was partly responsible for my friction tests not working correctly. 

I have completed many of the goals which I set at the inception of this project.  My program can find the initial velocity of a cue ball given the initial location of all the balls and the target pocket, assuming that the cue ball is struck perfectly straight.  It can find combination shots, and it can find shots off one or two rails.  It can simulate the actions of frictionless billiard balls.  A nasty case of life prevented me from being able to use a frictional impact model, and therefore from solving the third interesting problem (the first two being simple planning and simulation) of finding the initial velocities of a bouncing ball which needs to spin in order to make a shot.  I feel that I have gained a fair understanding of the utility, limitations and complications of closed form planning.
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