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Motivation

= Assumes a closed loop controller exists

= Hardware is complete and in production

= Some residual oscillations in time response
= We adopt a feedforward control architecture

= Direct model based inverse

= Adaptation:
= |terative learning control: offline
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? ~ Historical Background of ILC

= Introduced 20 years ago for robot tracking control

= Improves tracking performance of systems operating in a
repetitive mode

= te[0 T] and K indicates the trial
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= Update at time t depends on depends on error at time t from
previous iteration
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(9 - Gradient Based Algorithm
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= et the output tracking error be V = EHGo(u) - ydesHig

= The change of V In each iteration is approximately

(for a small change in u):
.

= <GO (U) = Yaes Ay>|_§ — I(GO (U) — ydes)*quOAUdt

0
where VG, is the Frechet derivative of G,

“If V,G,~G where G isthe identified plant, then by choosing
AU =~aG " (Gy (U) = Yes)

where G” is the adjoint of G, V will be decreasing.

= Update law: U, =U, —a,G (&) where e, is the tracking error
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n ~ Computation of Ge,

: G(S) is stable so G (s) =G’ (-S) is antistable.

: * e(t)
* To implement Ge, , L |
= reverse e, intime (call it ey, ) 0\//: R
= filter e, by G | B
= reverse the results in time "\ ;

» G'e, can be implemented
without having an model ( G) /\W

T
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= reverse e, intime (call it e, )

(Gey)(-1)
= filter e,, by the actual plant ( G, ) WI\

= reverse the results in time

Vet

output we need for iterative
update
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= Experimental results:
Response without Friction - ES| Controller Response without Friction - ES| Controller + ILC (13 iterations)
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i) Research Focus 'S
Gradient is not defined

= What if G,(u) is nonsmooth ?
= |s it possible to use subgradients to get a similar ILC

update law ?

= Subgradient of a function:
g is a subgradient of f (not necessarily convex) at X if

f(y)=f(x)+g" (y-x) vy
f(x)

f %)+, (X=x) f(x,)+g7 (X=X,

L el (k)

g, Is a subgradient at x,

if f is convex, it has at least one subgradient at every point in dom f
it Tis convex and differentiable. VF (X)is a subgradient of T at x
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(@) Research Focus '

= Extension of subgradient approach to functional space.

= Calculation of functional subgradient (through variational

approach.

= Confidence about subgradient approach is partially based on:

Response with Friction - ESI Controller
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@ = Conclusions and Future Work |4,

= Given a closed loop system (smooth), iterative refinement
(learning control) improves tracking performance.

* For nonsmooth plants experimental results suggest
similar results might be obtained if a subgradient approach
IS used.

= Future work will implement the subgradient based ILC
algorithms to different test systems with nonsmooth
behavior. I.e.

developed ILC algorithms to model predictive control (online).
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