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### Example Content Data

<table>
<thead>
<tr>
<th>Title</th>
<th>Instructor</th>
<th>Level</th>
<th>Bldg</th>
<th>Days</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sys. Software</td>
<td>Kay</td>
<td>100</td>
<td>PL</td>
<td>MWF</td>
<td>8:00</td>
</tr>
<tr>
<td>Databases</td>
<td>Korth</td>
<td>200</td>
<td>PL</td>
<td>MWF</td>
<td>14:00</td>
</tr>
<tr>
<td>Graphics</td>
<td>Huang</td>
<td>300</td>
<td>MG</td>
<td>MWF</td>
<td>9:00</td>
</tr>
<tr>
<td>Automata</td>
<td>Munoz-Avila</td>
<td>300</td>
<td>MG</td>
<td>MWF</td>
<td>14:00</td>
</tr>
<tr>
<td>Pattern Rec.</td>
<td>Baird</td>
<td>300</td>
<td>MG</td>
<td>TR</td>
<td>11:00</td>
</tr>
<tr>
<td>IDSS</td>
<td>Munoz-Avila</td>
<td>300</td>
<td>LL</td>
<td>MWF</td>
<td>9:00</td>
</tr>
</tbody>
</table>
Example Recommendation

- (Presume that courses are always taught by the same professor, in the same room and at the same time.)
- Suppose Bob has previously taken Pattern Recognition, which he hated, and Automata, which he loved.
- IDSS would probably be a good choice for Bob, because it has the same instructor, level, and days as another course he liked.
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### Example Collaborative Data

<table>
<thead>
<tr>
<th>User</th>
<th>Course</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alice</td>
<td>Pattern Rec.</td>
<td>Disliked</td>
</tr>
<tr>
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<td>Automata</td>
<td>Liked</td>
</tr>
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